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 With the rapid improvement of the computation performance recently, pattern recognition has entered the 

generation of big data. Many different kinds of features and machine learning model have already been applied on the 
implementation based on big data. This paper proposed an approach of underwater creature recognition using SIFT 
feature and Bag-of-words model. SIFT feature, which considered to be a robust local feature, is introduced into deal 
with the deformation of underwater creatures. For machine learning and classification, Bag-of-words model is used in 
this paper to create the classifier, in a form of histogram. Evaluation experiments are executed and proved the effect 
of the system implemented in this paper. 
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1. Introduction 

Object recognition is a long lasting topic for computer vision, 

or pattern recognition. In the past, because of the limitation of 

computation performance, the former methods for this task used a 

designed target or a given template. The features detected from the 

template lead us to recognize them from other images or videos. 

The disadvantage is quite obvious that we could recognize only a 

single class of objects, or only several classes. 

Recently, with the explosion of information sets, rapid 

improvement of computation performance such as GPGPU, parallel 

computation, cloud computing, big data method has been widely 

used in all kinds of applications: data mining and searching, 

artificial intelligence, air traffic control, city planning, etc. In 

computer vision, the applications of big data are also commonly 

used. 

Andre, et al. proposed an approach using big data to improve 

the content-based image retrieval (CBIR) technology and made 

some extension by introducing visual similarity [1]. In their approach, 

Bag-of-words (BoW) model for the visual significance. 

Pavlov, et al. developed a video analysis system to deal with 

face detection, face tracking, and gender recognition. They utilized 

AdaBoost Classifier for the face detection and support vector 

machine (SVM) to deal with the tracking [2]. 

Ukwatta et al. developed a vision based metal spectral system 

using multi-label classification. They applied both SVM and 

Artificial Neural Network (ANN) and yield a correct identification 

of metals to an accuracy of 99% [3]. 

In this paper, we proposed an approach to recognize the 

underwater creatures. Which would probably be used for the 

ecological survey or the aid of manipulation of underwater robot.  

 

2. Construction of system 

Basic flow of recognition based on big data has two phases, 

training phase and recognition phase. In this paper, we used SIFT 

feature to do this training and used BoW model to create the 

classifier for the recognition as shown in Fig.1. 

Firstly, a lot of training data should be prepared. These data 

could be images and videos. Then we detect SIFT features from all 

these training data. All the SIFT features would be recorded into 

files. After applied to BoW model, we will create the histogram for 

each class of underwater creature. (Section 2.1) These histograms 

would be used in the recognition phase as classifier. When it goes to 

the recognition phase, again we detect SIFT features from the input 

data (images or videos), and apply BoW model to the input data to 

create the histogram for them. Finally, we compare the histogram of 

input data with the classifier histograms to recognize the targets in 

the input data. 

 

 

Fig. 1 Flow of basic recognition machine learning 

 

2.1 BoW model 

Bow model is a statistical framework which is originally used 

in the document categorization. Suppose there are N words in all 

documents represented by x = {x1, x2, …, xN}. Then we count the 

frequency of each word that appears in each document and get their 

frequency as another vector with N elements. Thus each document 

could be represented by an N-dimensional vector p = {p1, p2, …, 

pN}. The distance between vector p of different documents represent 

their similarity. 

When this model is applied into computer vision, we use the 

definition of visual words instead of the text words in BoW model. 

Because the visual words are not exact things as the text words in 

documents, a clustering should be implemented first to create the 

visual word list. In this paper, we used the widely used K-means 

method to do this clustering. Considering the volume of the 

database, we set the K value about 1/200 of the number of features, 

which works well at present. 
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Fig. 2 Visual word list created by clustering, where K=650 

 

Therefore there is a set of visual words VW = {vw1, vw2, 

vw3, …, vwK}, in which each element is a 128-dimensional vector, 

having same length with SIFT features. Then we scan all the SIFT 

features again to find the most close visual word and count the 

number. After fitting all the SIFT features of a single class of 

underwater creature to corresponding visual words, each class could 

be represented by a histogram with K 128-dimensional vectors. All 

the histograms are recorded into a file. 

 

 

 

Fig. 3 Histogram (classifier) of underwater creatures 

 

2.2 Recognition 

This phase starts quite similar with the training phase. For a 

single image or a frame of an input video, we detect all the SIFT 

features. Then every feature would be compared with visual word 

list to find the most fit one and count the frequency. Thus we could 

create the histogram for each input image. Then we calculate the 

distance between the histogram of input images and that used as 

classifier. One thing that should be pay attention to is that until now 

the histogram is the count of visual words, so normalization here is 

required to turn the histograms from a vector of count to that of 

frequency. 

Another important thing is that, with the increase of features, 

the number of visual words also increase because we set the number 

of visual word 1/200 of that of features. This makes the histogram 

quite long and the search and recognition cost much time. A hash 

table is applied here trying to save some time. A rapid matching 

approach would be one of our future works.  

 

3. Evaluation experiments 

The evaluation experiments in this paper focused chiefly on the 

accuracy of recognition. In this paper we collected 289 images of 10 

classes of underwater creatures from internet. These 10 classes of 

underwater creatures are: black bass, carp, crab, eel, goldfish, 

jellyfish, lobster, octopus, starfish, and turtle. By modifying the 

resolution of images, the number of features detected could be from 

tens of thousands to nearly one million. All the experiments were 

executed on a computer with Intel I5-4460 @ 3.2GHz and 32GB 

memory. The algorithm is implemented under Windows 7 operating 

system and Visual Studio 2010, combined with OpenCV 2.4.9 and 

Rob Hess’s free library OpenSIFT. 

 

3.1 Basic accuracy experiment 

For this basic accuracy experiment, we modify the resolution 

of images to control the number of SIFT features. We then observe 

the accuracy and time consuming. Detail is shown in Table 1. 

 

Table 1 Accuracy experiment using various numbers of features 

 Test1 Test2 Test3 Test4 

Feature 
number 

58387 217071 217071 448624 

Visual word 
number 

300 500 1000 2000 

Training 
time 

10 min 27 min 62 min 10 hours 

Accuracy 45.7% 46.1% 54.1% 65.41% 

 

This table showed that with the increase of features and visual 

words, higher accuracy could be achieved, with a cost of higher 

time consuming. For test1, test3 and test4, the number of visual 

words is set to about 1/200 of the number of features. The number 

of features and that of visual words increased simultaneously 

brought us an increase of accuracy. For test2, we reduce the number 

of visual word to 1/400 of the number of the feature. Although the 

number of features is four times than that of test1, but the accuracy 

does not have an obvious increase. Thus we supposed that the rate 

of visual words number to feature number set to 1/200 is suitable. 

 

3.2 Details for test4 

This analysis is trying to find some further information from 

test4. First of all, the detail accuracy information is listed in Table 2. 

 

Table 2 Detailed accuracy information of test4 

Class Black bass Carp Crab Eel Goldfish 

Accuracy 75.00% 71.43% 68.97% 22.73% 29.41% 

Class Jellyfish Lobster Octopus Starfish Turtle 

Accuracy 45.45% 88.89% 86.96% 84.62% 80.65% 
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It is obvious that the accuracy of the recognition of eel, 

goldfish and jellyfish is lower than the other classes. For detailed 

investigation, we create the confusion matrix for the recognition of 

all the ten classes as shown in Table 3. 

This confusion matrix is not symmetrical as we expected, 

which means that even a class A is recognized as class B by mistake, 

the reverse process does not establish. For example, class Eel is 

quite often recognized as Goldfish or Turtle, with an accuracy of 

22.73% to 18.18%. But Goldfish was NOT recognized as Eel by 

mistake. Turtle has a probability of 3.23% been recognized as Eel 

but this error is quite small compared with the 80.65% accuracy. 

 

4. Conclusion 

In this paper, we implemented an approach of recognition of 

underwater creatures using big data method, combined with SIFT 

feature and BoW machine learning model. The evaluation 

experiments showed that for our training data, some of the classes 

could be recognized with a high accuracy. 
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Table 3 Confusion matrix 

 Black bass Carp Crab Eel Goldfish Jellyfish Lobster Octopus Starfish Turtle 

Black bass 75.00% 0.00% 7.14% 10.71% 0.00% 0.00% 0.00% 0.00% 0.00% 7.14% 

Carp 0.00% 71.43% 0.00% 4.76% 9.52% 0.00% 4.76% 9.52% 0.00% 0.00% 

Carb 0.00% 0.00% 68.97% 3.45% 0.00% 10.34% 3.45% 0.00% 13.79% 0.00% 

Eel 0.00% 4.55% 4.55% 22.73% 18.18% 13.64% 9.09% 9.09% 0.00% 18.18% 

Goldfish 0.00% 0.00% 5.88% 0.00% 29.41% 11.76% 17.65% 11.76% 23.53% 0.00% 

Jellyfish 0.00% 9.09% 9.09% 18.18% 18.18% 45.45% 0.00% 0.00% 0.00% 0.00% 

Lobster 0.00%% 0.00% 5.56% 5.56% 0.00% 0.00% 88.89% 0.00% 0.00% 0000% 

Octopus 4.35%% 4.35% 0.00% 0.00% 0.00% 0.00% 4.35% 86.96% 0.00% 0.00% 

Starfish 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 15.38% 0.00% 84.62% 0.00% 

Turtle 3.23% 3.23% 0.00% 3.23% 0.00% 0.00% 0.00% 6.45% 3.23% 80.65% 
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