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1.1 OO0

Since its initial use for human imaging over 20 years ago, magnetic resonance
imaging (MRI) has become a widely used clinical imaging modality [3]. MRI has
increasingly employed in biomedical applications. As one of research branches in
MR image processing, interior deformation fields measurement is very important
for physical parameters estimation. The purpose of this paper is to develop a valid
approach for measurement the dense deformation fields of non-rigid and non-uniform
object. The input data of this procedure is MR images before and after deformation.

Though there has been significant growth on deformation fields measurement from
medical MR images, most works have been done are mainly focus on non-rigid reg-
istration approaches. Especially, many proposed approaches are based on elastic
deformable model[2-10]. Generally, the deformable models can be classified in two
basic categories: parametric and geometric deformable models [7]. Parametric de-
formable models, also called snakes, was first proposed by Kass, Witkin and Ter-
zopoulos in 1987 [13]. Parametric deformable models represent curves and surfaces
explicitly in their parametric forms during deformation. Usually, it must formulate
an energy function for a deformable contour in order to find a parameterized curve
that minimizes the weighted sum of internal energy and potential energy. Different
from parametric deformable models, geometric deformable models are based on curve
evolution theory and the level set method, representing curves and surfaces implicitly
as a level set of a higher-dimensional scalar function. Their parameterizations are
computed only after complete deformation, this allowing topological adaptivity to
be easily accommodated [14]. In deformable models, the motion fields of deformable
contour or surface can be regarded as the deformation fields.

Though the deformable models undergo a significant development, and are widely

used in image segmentation, non-rigid registration and deformation fields measure-



ment, they still have some limitations. Typically, for parametric approach, the dif-
ference between the initial model and the desired object boundary will directly affect
the final result. Moreover, it has difficulty dealing with topological adaptation such
as splitting or merging model parts, a useful property for recovering either multiple
objects or an object with unknown topology. Although geometric approach can ad-
dress the topological adaptation using curve evolution theory, it may generate shapes
that have inconsistent topology with respect to the actual object, when applied to
noisy images with significant boundary gaps [14]. Furthermore, the most important
issue of deformable models in deformation fields measurement is that they cannot
deal with the interior deformation fields measurement.

In this paper, we propose a feature matching-based approach to measure sparse
local deformation fields from MR images of non-rigid non-uniform biological tissues.
By means of linear interpolation, the interior dense deformation fields at different
regions of an object are interpolated using local deformation fields on the nodes of
an irregular Dealunay triangle net. In this case, certain numbers of high curvature
feature points (also called points of interest) in the initial and deformed MR volu-
metric images are first pre-extracted to form two feature points sets. Then, we apply
the proposed feature matching method into the two feature points sets in order to
find feature pairs homologous each other. The local deformation fields are computed
from the obtained homologous feature point pairs.

This paper is organised as follows. Section 2 gives overview of the proposed ap-
proach. Section 3 describes interior deformation fields measurement from MR im-
ages. Section 4 presents examples and the results of preliminary experiments. The
final section presents our discussion and conclusions.

1.2 000000 OO0O0OOO

The pipeline of our approach is shown in Figure 1.1. At the initial phase, Harris
operator [15] is used to automatically extract high curvature points of interest from
the initial and deformed MR images as references features. The purpose of abso-
lute orientation is to find the geometric relationship between deformed MR image
and the initial one. Many approaches have been reported to address this problem.
For example, a mutual information based non-rigid registration approach [21] was
proposed to find geometric transformation parameters in order to align two medical
images. In this paper, we use an unit quaternion method [16][17] to find the solution



of the transformation parameters of two systems: rotation matrix R and translation
vector 7. This mainly comes from: 1) there is a rigid region (bone) in experiment
data; 2) we have already extracted rigid feature points around bone, which are useful
for finding geometric transform parameters by means of unit quaternion approach.

Initial Interior Deformation
state _ E ' Flelds Measurement
i | |

i | Local Deformation | |
' | Fields Measurement |
i | Interior Deformation |
: Fields Interpolation i

0 1.1: Pipeline of the proposed approach

Defommation Fields

!

Before obtaining the dense deformation fields, we must track the precise corre-
sponding position in the deformed MR image for a given feature point of interest
in the initial MR image. In this paper, we propose a correlation score based robust
algorithm to obtain homologous point pairs.

The obtained point matches are used to measure the local deformation fields at
the corresponding location under a global coordinate system. Subsequently, in order
to calculate the dense deformation fields, we propose to infer the interior dense
deformation fields using sparse local deformation fields at the nodes of Dealunay
triangles.

Finally, the reverse movement of selected check points is used to evaluate the reli-
ability of obtained dense deformation fields. When the check points in the deformed
image can move back to their original position in the initial image, it implies that
the obtained deformation fields is reliable and accurate.

1.3 MRUOUODUODOOOOOOoOoOoo

This section presents how to measure interior deformation of non-rigid non-uniform
object by means of the proposed approach. Concisely, we first try to obtain a
potential matches set (PMS) through a robust feature matching algorithm (two
steps feature matching algorithm). Whereafter, interior deformation is calculated
using interpolation algorithm in Delaunnay triangles.



1.3.1 O0dgooodd

A) First matching. Let x = [z y]T be the coordinates of an MR image, p; be
feature point in the initial MR image, and ps be the projection of p; in the deformed
MR image. Then, the position of ps can be calculated using affine transformation
with rotation matrix R and translation vector 7 as follows:

Xp; = RXp, + 7, (1.1)

where x,, = [z1,41]T and xp, = [22,y2]" are coordinates of point p; and p2, respec-
tively.
Let us introduce the following rectangular region for matching:

Cn = {x=1[2z y]¥|x € [-m,m], y €[-n,n]}. (1.2)

The size of this region is given by |C,,| = (2m + 1)(2n + 1). Let g(x) and g'(x)
be the intensity of the initial and deformed MR images at position x. Let g,, and
gp, e the means of intensity in the rectangular region C,, around py in the initial
image and ps in the deformed image:

Ip: = |c | > glpi+x%), G, = Z (p2 +x), (1.3)
x€Cm xecm
Let 0(gp,) and o(gp,) be the standard derivation of the rectangular region C,,
around p; in the initial image and ps in the deformed image, respectively. The
correlation score between feature points p; and ps can be calculated using match
regions around them, which is given by

> (9(p1+%) = Gp) (' (P2 +%) — Gp,)

XECm

CS(Pl,Pz) = (1'4)

ICinlo(9ps) X (gps)

Through first matching stage, a point matches set with many-to-many relation-
ships is obtained. Namely, a point in the initial MR image may be paired not less
than one points (we called candidate matches) in the deformed MR image, and vice
versa. Therefore, the first matching based on correlation score only is rough and
insufficient. To disambiguate the matches and obtain potential matches set (PMS),
relaxation technique is introduced in the following section. Here, pair (p1, p2) be
regarded as a potential match if and only if ps is the best candidate match of pq,
and p; also is the best candidate match of ps.

4



B) Relazation labeling. The idea of relaxation technique is to use iterated local
context updates to achieve a globally consistent result [18]. One of the key issues of
relaxation algorithm is to design a valid cost function in order to control the conver-
gence rate. Let SM(p1;, p2;) be the strength of match (p1;, p2;). Cost function e
is given by the average of strength of match (SM) as follows:

1 &
€= ﬁti;SM(Pliapzj) (1.5)
where N; is the total number of matches in PMS, py, represents the i-th point in
the initial image, and p2; represents the j-th candidate match of py;.

Let N(p1;) and N (pz;) be the neighbors of point py; and pz; within a circle,
respectively. We expect many potential matches (nij, ng;) if and only if (p1;, p2;)
is a potential match, where ny, € N(py;) and ny; € N (pz;). Otherwise, we expect
only a few, or even none at all. Then, referring to the strength of match function
proposed in [19], we define the SM function between p;; and pa; as:

SM(p1;, Pz;) = ¢s(P1; P2;) + ch(nlka ng) - e 7 (PLoP2;intenz) (1.6)

where the sum is computed over all ny, € N(py;) and ng; € N (pg;).

Theoretically, if (p1;, P2;) is a potential match, and that (nij, ng;) with ny;, €
N(p1;) and ny; € N(p2;) also is a potential match, then the following two are
satisfied: 1) the distance between ny, and p;; in the initial image should close
or even equal to the distance between nz; and pz; in the deformed image, and 2)
the deformation direction of pq; should close or even identical to the deformation
direction of ny,, due to they are in a local region. Taking account of the above
two in SM function, let us introduce the relative distance difference and direction
constraint.

Let d(p1;,n1;) be Euclidean distance between p;; and ny; in the initial im-
age, d(pzj, ny;) be Euclidean distance between Pz2; and ny; in the deformed image.
According to [20], the relative distance difference dist(p1;, P2;; D1y, N2;) between
d(p1;,n1y) and d(pz;,nz;) is given by

2|d(p1i, Il1k) - d(p2ja n2l)|

1.7
d(p1;, n1y) + d(p2;, nz;) (17)

dist(p1;, P2j; N1y, Ngy) = 1 +

Moreover, let notation py;pz; be the vector from py; to its corresponding po-
sition pz;, nizng; be the vector form ny, to its corresponding position ng;, and

5



O(p1;p2}, n1;nz)) be the angle between vector plipz; and nlknzi. Then, the O(p1,p2;,
n;,ng;) is given by
1

_ 1.
1+ cosf (1.8)

O(p1,P2j, n1xnz) = 1 +

where 6 represents the angle between vector plipz;- and n; knzé.

So far, we have already obtained the relative distance difference factor dist(-) and
deformation direction factor O(-), the term J(ny;, ng;) in SM function (1.6) is then
defined as

J (P1;, P2;; N1, ny;) = O(plz’p2ja ni;n2y) - dist(py;, DP2;; Nk, ny). (1.9)

It is noting that comparison with the similar SM function in [19]. This paper
introduces the local deformation direction information to improve the robustness of
SM function, especially, in the non-uniform heterogeneous object. Because the defor-
mation direction are different in different regions, pairs’ deformation direction close
to the direction of candidate match must obtain larger weight for candidate match’s
SM computation, and vice versa. For example, in Figure 1.2, pairs (nj,, na,) and
(n13,n23) must obtain lower weight than the others in SM(py;, p2;) computation,
since the deformation direction of these two pairs is opposite to that of the candidate
match (pi;, Pz;)-

- .":.'
i,
o A -l
- |
| "1 f \
LT \ | L L .
. o Py |
-
| ! Pa { ! . L]
' LT
p
{_;....., .
oy - .

O 1.2: Pairs within neighbors of candidate match (py;, p2;)

In this paper, we use the same relaxation labeling implementation procedure in-
troduced in [17]. The result of performing the above feature matching algorithm
is that a PMS is obtained, which will be used to measure local sparse deformation
fields and to infer the dense interior deformation fields of a non-uniform object.



1.3.2 0O0O0OOO0OO

We propose a Delaunay triangle based linear interpolation approach to obtain
the dense deformation fields of an image. First, we use feature points in the initial
(or deformed) MR image and obtain corresponding feature points in the PMS to
construct Dealunay triangle net. The deformation fields of pixels inside a triangle
are computed using the deformation fields of the triangle’s nodes.

Let m be the number of triangles, 7 = 0,1,---,m — 1 be the index of triangles,
k =1,2,3 be the node number of a triangle and D;;, be displacement vector of the
k-th node of triangle j. Then, D; is given by

Dj,k == RXj,k +T7T— X;’k, (110)

where x;; = [x, y|T be the position of the k-th node of triangle j in the initial image,
which corresponds the position vector in the deformed MR image x, = [2/, y']T.
Let us define function wy, on triangle A(j). Assume that the area of the triangle is
positive. Let p; be an arbitrary point within the triangle A(j). The ratio between
areas of A(p;, p;) and A(j) determines the function:
A(pi; Pr)
wy = — 2k (1.11)
A(f)

where A(p;, pp) represents the triangle consists of point p; and two nodes except
the k-th node of the triangle A(j). The displacement vector D; of the pixels within
triangle A(j) is given by

3
D;=> wiDijp. (1.12)
k=1

1.4 0000

Several practical examples were designed to demonstrate the capabilities of the
proposed approach. First, we applied the proposed approach to the MR images
sampled from a volunteer’s calf using an MRI scanner at different times and different
status (initial and deformed). In both cases, FOV was 20 x 20 c¢m, and the slice gap
was 2 mm. In this example, we selected two slices sampled at same location before
and after deformation (Figure 1.3) as the input data and performed the proposed
feature matching approach on them. To compare with the similar feature matching
algorithm, we also applied the robust feature matching (RFM) algorithm proposed

7



0 1.1: Error of the checking points (NOTE: TPA, the proposed approach; FPS,
feature points; I'Ts, iteration times; T, cost time in seconds.)

FPS in initial | FPS in deformed « | matches in PMS | [Ts | T
TPA | 200 240 \ 72 101 | 5
RFM | 200 240 10 | 63 101 | 5

by Chen [19] to the same data under same experiment conditions. Table 1.1 shows
the numeric result of feature points matching using two approaches.

0O 1.3: Input data of the exmaple (Left: Initial slice. Right:Deformed slice)

Table 1.1 indicates that the proposed approach can obtain more matches than
RFM under the same conditions, in spite of it cost more time than RFM. The later
results (Fig.1.5 and Table 1.2) show that the proposed approach has higher accuracy
than RFM.

Secondly, to obtain the dense deformation fields, we calculated the sparse defor-
mation fields correspond to the matches obtained previously using two approaches.
Then, we constructed the irregular Delaunay triangle net, and performed the pro-
posed linear interpolation approach to obtain the dense deformation fields. Figure
1.4 shows the delaunay triangle net and the dense deformation fields overlaid on
the deformed slice. The delaunay triangle net was constructed using feature points
obtained PMS. The deformation fields are obtained using the two set of sparse de-
formation fields introduced above. In Figure 1.4, the green color correspond to small
deformation area, and yellow color correspond to the large deformation area.

Finally, to evaluate the reliability and precision of the estimated deformation field,
we selected 10 obvious points (Figure 1.5(a)) which can be observed easily. Then,
performing reverse movement using the invert deformation fields of obtained defor-
mation fields on these check points, we observe if they can move back to the initial
position in the initial slice. Figure 1.5(b) and (c) illustrate the movement result of

8
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00 1.4: Inferred deformation fields (Left: Irregular Delaunay triangles. Right: Dense
deformation fields overlaid on deformed slice. Top: result of the proposed approach.

Down: result of REM)

O 1.5: Deformation fields evaluation ( (a) initial position of check points in deformed
slice. (b) the reverse movement result using the deformation fields obtained by
the proposed approach. (c) reverse movement result using the deformation fields
obtained by RFM; Yellow cross, the original position of check points. Green cross,
the reverse movement result of check points using dense deformation fields)



10 check points. In Figure 1.5(b) and (c), yellow cross illustrate the original position
of check points, and green one illustrate the projections of reverse movement result
of the check points in the deformed MR slice. As shown in Figure 1.4, most of the
check points can go back to their original position in the two approaches, imply-
ing that the estimated deformation field is reliable. To evaluate the accuracy, the
distance between the location of a check point after performing reverse movement
and its actually original location is used to measure the error of the check point.
Accordingly, the root mean square error (RMSE) of these check points also are com-
puted to evaluate the accuracy of obtained deformation. Table 1.2 gives the error of
selected 10 check points and RMSE, respectively. In Table 1.2, there are only two
check points (4, 5 and 7) whose error over 0.2 in the proposed approach, but, there
are four check points (2, 4, 5 and 7) whose error over 0.2 in RFM approach, this
illustrate the deformation fields obtained using the proposed approach more reliable
than that obtained using RFM. Moreover, the RMSE in Table 1.2 also reveals that
there is evident improvement in the proposed approach compare to RFM approach.

0 1.2: Error of the checking points (NOTE: TPA, the proposed approach; EPi,
error of the i-th point; the unit in the table is cm, 1em & 30 pixels)

EPO | EP1 | EP2 | EP3 | EP4 | EP5 | EP6 | EP7T | EP8 | EP9 | RMSE
TPA | 0.105 | 0.074 | 0.170 | 0.100 | 0.242 | 0.242 | 0.000 | 0.314 | 0.199 | 0.120 | 0.396
RFM | 0.105 | 0.074 | 0.328 | 0.167 | 0.242 | 0.242 | 0.000 | 0.314 | 0.170 | 0.100 | 0.417

1.5 OO

We proposed a feature matching-based approach to measure the deformation field
from MR images. The proposed approach uses matched feature point pairs to mea-
sure the local deformation, then interpolates the deformation field of every pixel
via the deformation field of nodes of Dealunay triangles constructed using the cor-
responding points. The preliminary experiment results reveal that the proposed
approach is effective. Advantages of the proposed approach include:

1). Comparison with the existed non-rigid registration approach, the proposed
approach can be use in both image registration and deformation measurement areas.

2). Comparison with deformable models which used in the deformation measure-
ment, the proposed featuring matching-based approach can measure deformation not
only on the contour of object, but also in the inner of object.

10
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3). The feature matching based approach for deformation measurement does not
need the initial contour of an object. This is independent of the shape of the initial
contour.

4). The proposed approach is more suitable for dense deformation fields measure-
ment of non-rigid non-uniform object, due to take into account the local deformation
direction information.

However, limitations need to be further addressed include:

1). The accuracy of deformation fields depends on the number of feature pairs in
PMS, sparse feature pairs usually lower the accuracy of deformation fields. There-
fore,the proposed approach will not suitable for those data which cannot extract
enough feature points.

2). False matches appeared in the PMS will affect the accuracy and reliable of
obtained deformation fields. Therefore, good method needs to be proposed to remove
false matches.

11
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3D Feature extraction and matching

3D Feature extraction In the paper, we extend the 2D Harris corner operator to
form a 3D operator for extracting 3D feature points (also called FPs). The extended
operator was given by

2 LI, LI
M= | 1, 2 L5 |, Rp— 2 (1.13)
= zly y y2z ) F — trace(l\/[)' .
LI, II, I?

where k is an empirical constant, det(M) and trace(M) are the determinant and
trace of the matrix M, respectively. Rp serve as a response function of each voxel,
if Rp of a voxel exceeds a given threshold, then the voxel may be a FP.

Correlation Score-based matching and iteration relaxation The basic idea
of us is to perform similarity matching between feature point set (FPS) in the initial
volume and FPS in the deformed volume based on correlation score. The result
is that we obtain a many-to-many match set. Next, we define an energy function
(Eq.1.14) to disambiguate matches iteratively.

N
1
€= N Z SM(p1i7p2j) (1.14)

ij=1

where N is the total number of matched pairs in a potential matches set (PMS) at
time ¢, SM(py;, p2;) defines the strength of match between p;; and pa;.

Residual based SM For FPs in the initial volume, to find their corresponding
feature points in the deformed volume, we develop a function named strength of
matching (SM) to express the possibility of matching between two point sets. Let
N (py;) and N(pzj) be, respectively, the neighbors of p;; and pz;, then we have

cs(nig, ngy) - n(ny, nay)

SM(pa; sz) = es(pui sz) T Z L+ dif f(pu; P2;; i, ny;)

k=1

(1.15)

where s represents the total number of the potential matches in V(py;) and N (p2;),
balancing parameter a used to balance the weight during iteration, the contribution
ratio of each potential matches (ny;, ny;) is given by residual factor 1(ny;, ny;) and
relative distance difference dif f(p1;, P2;; 01k, nz;). Where into, 1(nyy, ng;) can be
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defined using Gibbs distribution of gray error (or residual) between points in a
potential pair. Namely,

1

~A-§(n1y,n2;)
. eXp 1.16
Z(nlka nzz) ( )

n(nyy, ng;) =
where the notation {(nj;, ng;) and Z(ny;, ny;) respectively represents the sum of
gray error and its partition function (or normalizing constant) of the pair (ny, na;).
They are, respectively, given by

C(nllmn2l) = Z | gnlk(ank) - g;2l(xn1k7R) | (1'17)
anke./\f
Z(nyy,ngy) = Z exp_’\'C(“l’““”) (1.18)
k=1

In addition, dif f(p1;, P2;; D1y, N2;) is given by

d(p1;, n1g) — d(sz,nm)
dist(p1;, P2;; N1y, N2;)

dif f(P1, P2j; Dk, N2g) = (1.19)

where dist(p1;, P2j; N1k, Ng;) is the average distance between two pairs (ps, n,). Let
us define the Euclidean distance between the pair of points p, and ng as

d(psa ns) - ||ps - ns“- (120)
We then have

d(p1;;n1x) + d(p2;, n2;)
5 .

dist(P1;, P2j; Dig, N2y) = (1.21)

Fig.1.6 shows the local deformation fields obtained using the approach in this section.

The experiment shows that the accuracy of matching is low. This because the
gray error (or residual) between two points represents the similar property with the
correlation score.

Direction-based SM Let AEjE: be the angle between deformation fields p — p’

and n — n’, then, Agjg: takes 0, 1, 2 or 3 corresponding to zero degrees, lower than
90 degrees, equal to 90 degrees and higher than 90 degrees, respectively. Normalizing
the angle, we then have the direction constraint factor O(-) of a potential match in
SM(p,p’) as:

O(n, n') = A% /3. (1.22)

pP—p
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(a)Deformed slice overlaid on the initial slice (b)The projection of 3D deforma-
tion field on 2D plane

(c)Mesh model (d)3D local deformation field

O 1.6: Original MR volumetric image

Thus, we define a SM function with direction constraint as:

SM(pla p;) = Cs(pia p;) +a Z Cs(nka n;g) : w(nk., n}) (123)
k=1

where w, nr) integrates the direction consistency and relative distance of potential
matches (n, n') within N'(p;, pj), which is given by

Winy, ny) = exp(=Tk), k=1,2,---n (1.24)
with notation

7. = dif f (pi, Pj; ng, ny,) if O(ng, ny) =0
B O(ng, ny) - dif f(pi, Pj; 0k, mp) otherwise

where dif f(-) represents the relative distance between n; < p; and nj < p;.
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Interior Deformation Fields Measurement

This section introduce how to obtain the interior dense deformation fields using
the potential matches obtained in the stage of matching. The concise idea of us
is: (1) use point matches in the PMS to measure the local displacement correspond
to the location where point lies in. (2) use the points in the PMS to reconstruct
irregular FE model of non-rigid object. (3) use the local displacement to infer the
dense deformation fields in a tetrahedron.

Sparse local deformation fields measurement Let D be the displacement of
a voxel before and after movement, x; = (z1, y1, 21) and xy = (22, Yo, 22) be the
coordinate of the voxel in the initial and final MR volumetric image, respectively.
Then, the displacement of a voxel is defined using the Euclidean distance between
the voxel and its homologous point (Eq.1.25).

D = [|R(x1) — x| (1.25)

where R(-) represents the rotation transformation between the initial and the final
MR volumetric images.

Here, we note that the translation transformation between two volumes isn’t con-
sidered in the Eq.(1.25). This is because the translation between the initial and final
MR volumetric image never affects the deformation of a nonrigid object. Thus, we
don’t have to consider translation but the rotation.

Through the above computation, we yield a displacement vector u; = [dz, dy, dz]T
at each FEM node within the model. Displacement u; on a tetrahedron node will
be used to approximate the displacement of a voxel inside the tetrahedron.

Finite Element Model Reconstruction To obtain interior dense deformation
using finite element model (FEM), the finite element (FE) model of a non-rigid
object need to be reconstructed using irregular tetrahedra. Since the model will be
used to approximate the interior deformation fields, we use FPs in the PMS as the
node of an FE model, then, use the extension Delaunay triangulation algorithm to
form the irregular tetrahedron model. For instance, Fig.1.7 shows a FE model of
part human calf.

Inferring Interior Dense Deformation Fields To obtain the inner dense de-
formation fields, we propose a piecewise linear approximation based on a 3D finite
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O 1.7: Irregular tetrahedron model of part of human calf

element method. For a tetrahedron {P;P;P, P, within the model, let P; be a nodal
point of the tetrahedron, and [z;, y;, 2;]T be coordinates of point P;. Then, the signed
volume of tetrahedron {P;P;P, P, is given by

r Yy oz 1

1|2 y oz 1
OPPPP = o | " % (1.26)

3! Tk Yr <k 1

xr oy a1

Thus, for a volume voxel P at x = (x,y,2) lying anywhere within an arbitrary
tetrahedron P, PP, P, of the model, its displacement may be approximated by
weighting the finite element’s node displacements u; by their shape function

u(x) =y u,N, (1.27)

where N; is the shape function of nodal n = (4, j, k, 1), which is given by

_ OPPPP

Nn — ADD D D'
QPP PPy

(1.28)

Hence, approximation displacements for all voxels x; in the volume are obtained.

Experiments and Results

Some practical examples were designed to demonstrate the capabilities of the
proposed approach.

In experiments, all MR volumetric images were sampled from one volunteer’s calf
using an MR scanner under initial and deformed cases. The initial and deformed

16



data were sampled from the same location of the volunteer’s calf. Both the initial
and deformed MR volumetric images were of FOV 20 x 20 cm and slice gaps of 2 mm.
To ensure the sufficient resolution along the z-axis, we performed linear interpolation
between each two initial slices. As a result, we obtained 256 x 256 x 57 voxels of
initial and deformed MR volumetric images respectively. Figure 1.8 illustrates the
volume visualization result of the data used in the experiments.

O 1.8: Original volumes used in the experiment (left: initial volume, right: deformed

volume)

To indicate the validity of the proposed approache, we compared our feature
matching algorithm with the homologous approach suggested in [19]. All the ex-
perimental results presented below are based on the PMS obtained using these two
feature matching approaches. Table 1.3 show the results obtained using different
feature matching methods. Figure 1.9 shows the local sparse displacement of each
FEM node.

sapninade
pL e

0 1.9: Displacement of an FEM node (Left: PMS obtained using the proposed
method, there are 4344 tetrahedra in total; Right:PMS obtained using the method
proposed in [19], there are 4798 tetrahedra in total)

Figure 1.10 illustrates the visualization result of dense deformation fields. Here,

the dense deformation vector fields are first computed using the above linear ap-
proximation approach by our own software, then, it is saved into a file as Metalmage
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0 1.3: Comparison result for different feature matching approaches

Approaches || PNsin IV | PNs in FV | PMS | Tetrahedrons | RM S
this paper 1000 5000 771 4344 26.00
RPFM 1000 5000 827 4798 26.35

( PNs: Point numbers;IV: Initial volume; FV: Deformed volume; RFM: Robust
point feature matching, proposed by G.Q. Chen in 2001.)

format and visualized in free software Paraview. To facilitate observation of the
inner deformation of different regions, only 30000 vectors are shown in the figure.

O 1.10: Dense deformation fields (Deformation magnitudes are mapped using rain-
bow color coding, with dark blue corresponding to 0-pixel, and dark red correspond-
ing to 30-pixels deformation magnitude.)

To evaluate the accuracy of the deformation fields, the evaluation approach sug-
gested in [22] is used in our experiment. That approach uses the root mean squared
(RMS) of residual differences (Eq. 1.29) to evaluate the quality of the registration
result using deformation fields.

1 2
Erms = N Z(Ia(x) —I,(x)) (1.29)

xeN

In implementation, we deform the initial volume to obtain a computation deforma-
tion volume using measured dense deformation fields. Thereafter, an RMS algorithm

18

18



is applied between the actual deformed volume and two computation results. Table
1.10 gives the comparison results. It is noted that, due to rotation and translation
transformation along the z-axis, after resampling, some slices are out of the boundary
of z. Thus, in this experiment, slices from 10 to 50 are used to compute Erms.
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A Method for Non-rigid 3D Deformation Fields Measurement:
Application to Human Calf MR Volumetric Images

Penglin Zhang, Shinichi Hirai and Kazumi Endo

Abstract— This work is concerned with inner deformation
fields measurement of non-rigid non-uniform objects from 3D
Magnetic Resonance (MR) volumetric images. In order to
obtain dense deformation fields of non-uniform objects, an
improved robust feature matching algorithm is presented and
used to obtain a matching feature point set which is the
foundation of sparse local deformation fields measurement.
Inner dense deformation fields can then be inferred using a
linear approximate approach in an irregular tetrahedra finite
element model. To test the validity of this proposed method,
some experiments were designed and conducted for this paper.

I. INTRODUCTION

Since its initial use for human imaging over 20 years ago,
magnetic resonance imaging (MRI) has become a widely
used clinical imaging modality [1]. MRI is being increas-
ingly employed in biomedical applications. Accordingly, MR
image processing techniques have become a central issue
in biomedical applications. However, most studies over the
past decades have focused on MR image segmentation,
registration and reconstruction, with biological tissue de-
formation measurement and physical parameter estimation
being investigated in only a few studies.

With an ever increasing application of biomedical imaging,
it is becoming more important for computer-assisted clinical
diagnosis, surgery simulation and operation planning to
acquire knowledge regarding the motion and deformation
of biological tissue. In addition, there is much focus on
the physical characteristics of tissues. In the past decade,
there has been much research involving deformation mea-
surements from MR volumetric images using elastic de-
formable models [2] [3] [4]. In general, deformable models
can be classified into two categories: parametric and geo-
metric active models [5]. The parametric active contours,
also called snakes, were first introduced by Kass, Witkin
and Terzopoulos in 1987 [6]. They were widely used in
deformation estimation, segmentation, motion tracking and
registration of biomedical images. Later, many researchers
expanded and developed their own approaches based on this
work. Lang et al. [7], Cho et al. [3] and Matuszewski et
al. [2] proposed estimating the deformation of the object
based on the parametric active contours. Their general idea of
parametric active contours is to first define an energy function

Penglin Zhang is with the Faculty of Science and Engineering
/ School of Remote Sensing and Information Engineering, Univer-
sity of Ritsumeikan / University of Wuhan, 525-8577 Kusatsu, Japan
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Shinichi Hirai and Kazumi Endo are with the Faculty of Science and
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in which the local minimum is obtained at the boundary of
the object, and then to try to minimise the designed function
to deform a given initial contour toward the boundary of the
object to obtain deformation fields of the object.

The geometric active model was first proposed by Caselles
et al. [8]. Malladi et al. [9], Caselles [10] and Chenoune
et al. [5] developed different aspects of this method, but
their geometric partial differential equations were proposed
by Caselles et al. [8]. They used the propagation of curves
and surfaces for boundary detection and motion tracking.

Although the deformable model algorithm has undergone
significant development, some problems still remain. The
energy model of parametric active contours is not capa-
ble of handling changes in the topology of the evolving
contours when direct implementations are performed, and
special, often heuristic, topology handling procedures must
be used [10]. The geometric active contours do not work
well for objects that have poor contrast. That is, when the
object boundary is indistinct or has gaps, the contours tend to
leak through the boundary [11]. In addition, it is difficult to
characterise the global shape of an object with the geometric
active contour algorithm.

To avoid the problems associated with the deformable
model algorithm, we propose a feature tracking-based ap-
proach first to measure sparse local deformation of a non
uniform non-rigid object from biomedical MR volumetric
images. In our method, we automatically extract the high
curvature feature points (also called points of interest) from
the initial MR volumetric image, then, use the proposed
matching approach to obtain their homologous positions in
the final MR volumetric image. Finally, the dense deforma-
tion fields of the nonrigid non-uniform object are computed
using a linear approximation approach.

This paper is organised as follows. Section 2 describes fea-
ture extraction and matching. Section 3 introduces inference
of the dense deformation fields using the FF Method. Section
4 presents examples and the results of experiments. Section
5 presents a conclusion regarding the proposed approach.

II. FEATURE EXTRACTION AND MATCHING

A feature point is one of the most important factors in
the present application. It is often used in various areas
related to measurements based on computer vision. In this
paper, the feature point matching based approach is used
to obtain sparse local deformation fields of a nonrigid non-
uniform object. Briefly, we first extract a certain number of
feature points from the initial MR volumetric image and then
match their homologous points in the final MR volumetric



image. The displacements corresponding to feature points are
thus measured using their positions in the initial and final
volumetric images, respectively. Here, high curvature points
and edge points in the MR volumetric image are defined as
feature points (FPS).

A. Feature Extraction

In order to automatically pre-extract a certain number of
FPS, we extend the 2D Harris operator [12] to form a 3D
operator. We thus obtain an auto-correlation matrix M of 3D
operator, which is given by

2 I, LI,
GoM=G® | LI, I2 Il (1)
LI, I, I?

with eigenvector A\ = [A1, A2, A3]. Where I, I, and I, are
computed by convolving the image with a gradient template
along the z—, y— and z—axes. The Gaussian template G
reduces the influence of noise. Since the eigenvector A
represents the principle curvature along x—, y— and z—axes,
we define response function Ry as

Rp = det(M) — k * (trace(M))? (2)

where k is an empirical constant (k = 0.04 to 0.06
from Harris’s suggestion), det(M) and trace(M) are the
determinant and trace of the matrix M, respectively. Voxels
whose Ry exceeds a given threshold will be regarded as FPS.
From Eq.(2), we find that the selected empirical constant &
affects the matching result. Thus, to avoid the influence of
an improper k, in implementation, the response function also
can be defined as
det(M)

B. Feature Matching

Feature matching is the foundation of our approach. The
outcome may determine the accuracy of later obtained defor-
mation fields. Our feature matching method consists of two
steps: First, we perform an initial matching process using a
correlation score between two cube regions around a point
pair. Next, the relaxation technique is used to disambiguate
matches and to obtain a potential match set (PMS). In fact,
this idea is similar to the method proposed by [13] and [14].
Namely, use of a homologous algorithm.

Here, we do not describe the initial matching process
as the correlation tool is a very popular algorithm used in
various areas. In the course of relaxation, the cost function is
defined as the average of strength of matches (SM), see [13].
The SM of a pair depends on its own correlation score
¢s(+) and the influence factor of potential matches within
its neighborhood. The influence factor of potential matches
includes the correlation score, residual and relative distance.

However, in later practice, we note that direction con-
sistency of deformation fields corresponding to potential
matches within the neighborhood of a given match m(p, p’)
would be more important for SM (p, p’) than its residual.
This is mainly because the residual is likely to be affected

by noise, whereas direction will not. Moreover, in spite of
the direction of deformation fields (DODF) of non-rigid
non-uniform objects being inconsistent, they are usually
consistent within a local region. Therefore, if m(p;, p}) is
a potential match, then its corresponding DODF must be
consistent with the DODF corresponding to the potential
matches within its neighborhood. In other words, if match
m(p,p’) is a good match, we expect to see more potential
matches within its neighborhood N (p,p’), whose corre-
sponding DODF are consistent. On the contrary, we expect
to see only a few such matches, or even none at all, in their
neighborhood.

Based on this idea, different to the pre-existing work, in
this paper, we use DODF corresponding to feature point
matches as a constraint to improve the robustness of the point
matching algorithm, especially when it is used for a non-rigid
non-uniform object. In this way, we yield

S
SM(pi,p}) = cs(pisP}) + @ cs(np,n}) - winy, n) @)
k=1
where Wy, n;) integrates the direction consistency and rel-
ative distance of potential matches (n, n’) within N'(p;, p}),
which is given by

Winy, n}) = exp(—Jx), k=1, 2,---,n (5)

with notation

7. = dif f(pi, P}; g, ny,) if O(ng, nj) =0
T O(ng, n) - dif f(pi, pj;ng,my) otherwise

where di f f(-) represents the relative distance between nj, <
p; and nj < p}, and O(:) represents the constraint of
the direction of potential matches. Let start position of a
deformation field be the origin of Cartesian space, then, its
direction can be approximated to 8§ states in 2D case or 26
states in 3D case, respectively, as shown in Figure 1.
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Fig. 1. The direction of deformation field (left: 2D case, right: 3D case)

Let notation ¢, be the DODF corresponding to the
deformation p — p’, then we have

Ppop ={a|a=1, 2, 3,.., 26} (6)
where notation p — p’ represents the deformation caused
by p moving to p’.

Furthermore, let A7 7, be the angle between p — p’
and n — n’, and A27", takes 0, 1, 2 or 3 corresponding

P—p
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to zero degrees, lower than 90 degrees, equal to 90 degrees
and higher than 90 degrees, respectively, Then, the direction
constraint factor O(-) of a potential match in SM(p,p’)
computation is defined as

O(n, n') = ARZ1/3, (7

The result of performing the above feature matching
algorithm is that a PMS is obtained, which will be used
to measure local sparse deformation fields and to infer the
dense interior deformation fields of a non-uniform object.

III. INFERRING DENSE DEFORMATION FIELDS USING THE
FE METHOD

In order to obtain dense interior deformation fields, an ap-
proximation approach using an FE model will be considered
in this paper.

A. FE Modeling

As the first step of obtaining dense deformation fields, a
finite element (FE) model of an object should be built using
irregular tetrahedra. Here, since the model will be used to
approximate the interior deformation fields, we use FPS
from the PMS as the input in an FE model. The irregular
tetrahedron algorithm used in FE modeling actually is an
extension of the Delaunay triangulation irregular network
(TIN) in 3D case, in brief it is given by the following
pseudo code.

Begin

N «— the number of FPS in the initial volume;

j <« 0; // The number of formed tetrahedrons.

Empty the Triangle_List; // List of triangles which consist

of tetrahedrons.
for(i =0to N)
Searching 3 FPS = first triangle; //The triangle

/lmust satisfy the properties of Delaunay TIN.

for(i =0 to N)

if (The points satisfy the D_properties) Then
{
Form first tetrahedron;
Triangle List «— three new triangles;
Je= J+L
}

while (Triangle_List isn't empty)

{
Pop a triangle from Triangle_List;
for(i =0 to N)
{

if (The points satisfy the D_properties) Then

Form a new tetrahedron;

if (triangles are not in the Triangle_List);
Triangle List < triangles;

J—J+L

}

22

End.

The notation D_properties, represents properties which
must be satisfied in the course of modeling a tetrahedron
by using a point and a triangle. These properties include:
(1) The circum-sphere of a tetrahedron formed by the point
and triangle must be empty. In other words, it must not
contain other nodes apart from the four nodes of the formed
tetrahedron. (2) The distance from a circum-sphere center
to the triangle must be the minimum of all circum-spheres
which may be constructed using the triangle and points.

Figure 2 illustrates the irregular tetrahedra FE model of
part of a human calf.

Fig. 2. TIrregular tetrahedron model of part of human calf

B. Sparse local displacement measurement

Let D be the displacement of a voxel before and after
movement, X, = (21, y1, 21) and X = (22, Y2, 22) be the
coordinate of the voxel in the initial and final MR volumetric
image, respectively. Then, the displacement of a voxel is
defined using the Euclidean distance between the voxel and
its homologous point (Eq.8).

D = [[R(x1) — %2l ®)

where R(-) represents the rotation transformation between
the initial and the final MR volumetric images. In this paper,
R(-) is calculated using the unit quaternion proposed by
Horn [15].

Here, we note that the translation transformation between
two volumes isn’t considered in the Eq.(8). This is because
the translation between the initial and final MR volumetric
image never affects the deformation of a nonrigid object.
Thus, we don’t have to consider translation but the rotation.

Through the above computation, we yield a displacement
vector u; = [dz, dy, dz]T at each FEM node within
the model. Displacement u; on a tetrahedron node will be
used to approximate the displacement of a voxel inside the
tetrahedron.

C. FE displacement

To obtain the inner dense deformation fields, we propose a
piecewise linear approximation based on a 3D finite element
method.



For a tetrahedron < P; P; P, P, within the model, let P; be
a nodal point of the tetrahedron, and [z;,y;, 2;]" be coordi-
nates of point P;. Then, the signed volume of tetrahedron
P P; PPy is given by

T Yy oz 1
N 1 £L’j yj Zj 1

QPP PP = 3 ae oy oz 1 &)
xr oyooa 1

Thus, for a volume voxel P at x = (z,y, z) lying anywhere
within an arbitrary tetrahedron < P; P; P, P of the model, its
displacement may be approximated by weighting the finite
element’s node displacements u; by their shape function

4

u(x) = Z u, N, (10)
n=1

where N; is the shape function of nodal n = (i,4,k,1),

which is given by

_ OPP;P.P,

Nn — ADD D D
QPP PPy

(11
Hence, approximation displacements for all voxels x; in the
volume are obtained.

IV. EXPERIMENTS AND RESULTS

Some practical examples were designed to demonstrate
the capabilities of the proposed approach. All experiments
were carried out using our own software developed using
Visual C++, which runs on Microsoft Windows XP. And
all experimental results described below were obtained on a
Dell PC with a 2.80 GHz Intel Pentium D CPU and 1 GB
of RAM.

In experiments, all MR volumetric images were sampled
from one volunteer’s calf using an MR scanner under initial
and deformed cases. The initial and deformed data were
sampled from the same location of the volunteer’s calf. Both
the initial and deformed MR volumetric images were of FOV
20 x 20 cm and slice gaps of 2 mm. To ensure the sufficient
resolution along the z-axis, we performed linear interpolation
between each two initial slices. As a result, we obtained
256 x 256 x 57 voxels of initial and deformed MR volu-
metric images respectively. Figure 3 illustrates the volume
visualization result of the data used in the experiments.

Since feature matching plays a key role in the pro-
posed method, we compared our feature matching algorithm
with the homologous approach suggested by George.Q.Chen
in [14]. All the experimental results presented below are
based on the PMS obtained using these two feature matching
approaches.

Fig. 3. Original volumes used in the experiment (left: initial volume, right:
deformed volume)

Feature matching is the first phase of deformation fields
measurement. In this phase, the size of a match cube is set
as 9 x 9 x 3 pixels. Whereas, the size of a search cube
is dynamic varies depending on the distance of the feature
point far from the moment center of the slice which the
feature point lies on. The initial size of a search cube is set
as 17 x 17 x 3 voxels. Table I show the results obtained using
different feature matching methods.

After obtaining PMS, a finite element model of a nonrigid
object is reconstructed accordingly, and the displacements
of all nodes in the model are also computed by using
approaches introduced in section III. Figure 4 shows the
displacement of each FEM node.

magnitude
29.000

Fig. 4. Displacement of an FEM node (Left: PMS obtained using the
proposed method, there are 4344 tetrahedra in total; Right:PMS obtained
using the method proposed in [14], there are 4798 tetrahedra in total)

Figure 5 illustrates the visualization result of dense de-
formation fields. Here, the dense deformation vector fields
are first computed using the above linear approximation
approach by our own software, then, it is saved into a file as
Metalmage format and visualized in free software Paraview.
To facilitate observation of the inner deformation of different
regions, only 30000 vectors are shown in the figure.

To evaluate the accuracy of the deformation fields, the
evaluation approach suggested in [16] is used in our exper-
iment. That approach uses the root mean squared (RMS) of
residual differences (Eq. 12) to evaluate the quality of the
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Fig. 5. Dense deformation fields (Deformation magnitudes are mapped
using rainbow color coding, with dark blue corresponding to 0 mm, and
dark red corresponding to 30-mm deformation magnitude.)

registration result using deformation fields.

Brts = |1 0 (1a0) — ()2
xEN

12)

In implementation, we deform the initial volume to obtain
a computation deformation volume using measured dense
deformation fields. Thereafter, an RMS algorithm is applied
between the actual deformed volume and two computation
results. Table I gives the comparison results. It is noted that,
due to rotation and translation transformation along the z-
axis, after resampling, some slices are out of the boundary
of z. Thus, in this experiment, slices from 10 to 50 are used
to compute Egs.

Finally, to observe if the deformation fields are valid or
not, Figure 6 presents images of the calf part actual deforma-
tion slices, computation slices and the differences between
them. The computation slices were re-sampled results of the
initial volume dependent on the measured dense deformation
fields.

V. CONCLUSIONS AND FUTURE WORK
A. Conclusions

This paper proposed a feature match based approach to
measure the deformation fields of a non-uniform nonrigid
object from 3D MR volumetric images. Main contributions
include:

(1) Presentation of a new approach in feature matching
based deformation fields measurement from MR volumet-
ric images. Different from many registration approaches
currently used to measure deformation fields, this paper
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oposed in [14]

e TN

(e) difference between (d) and (a)

Fig. 6. Resample and Difference (From left to right, slice numbers are 15,
30 and 45, respectively)

proposed inferring dense deformation fields dependent on
the sparse local deformation fields corresponding to the
feature points in the MR volumetric image. The advantages
include:(a)The computation cost of finite feature points is
lower than that of voxel-by-voxel as used by most registration
approaches. (b)The proposed approach is noise insensitive
compared with traditional registration approaches.

(2) Improvement to the robustness of a feature matching
algorithm for a nonrigid non-uniform object, local direc-
tion consistency and relative distance are introduced into
the feature matching algorithm as constraints, making the
algorithm more suitable for application to nonrigid objects
than originally proposed in [13] and [14].

Our preliminary experimental results shown in section IV



TABLE I
COMPARISON RESULT FOR DIFFERENT FEATURE MATCHING APPROACHES

Approaches Point Numbers in IV | Point Numbers in FV | Potential Matches | Tetrahedra RMS
Approach in this paper 1000 5000 771 4344 26.004284253441
Approach in [14] 1000 5000 827 4798 26.351873220353

( IV: Initial volume; FV: Deformed volume.)

reveal that the improved feature matching method is efficient.
Moreover, the differences between the actual slices and the
computation slices (Figure 6) indicate that we can deform
the initial volume to the deformation volume using obtained
deformation fields. It further reveals that the deformation
fields are valid.

Further improvement includes applying the proposed ap-
proach to other data-sets in order to further test the robustness
of this method.

B. Future Works

Physical parameters estimation is our final goal. Thus our
next work should be to estimate the physical parameters of
non-rigid non-uniform objects based on the Finite Element
Model (FEM) shown in Eq. (13).

f=kd (13)

where vector f represents the force acting on the FEM
nodes, k represents the stiffness matrix which depends on the
physical parameters of the object, and d is the displacement
vector corresponding to the FEM nodes.

It is obvious that the deformation fields obtained using
the approach presented in this paper will act as the input for
physical parameters estimation.
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Abstract—Being able to measure deformations precisely in
tissue by magnetic resonance (MR) imaging is very useful for
many medical imaging applications. While a variety of different
algorithms have been formulated for this purpose, few are based
on tracking features in the images. Here, we propose an approach
of automatically extracting feature points and matching them
to measure local deformation as seen in 3D MR volumetric
images. Ccorrelation scores (cs) are given to pairs of high
curvature points in a 3D cubic region to ensure that they are
well matched. Those with scores above a given threshold are
considered as candidate points. The strength of matching of
the candidate points are evaluated using an iterative energy
function, and then the well matched points are used to estimate
the deformation.The approach was very effective when applied
to actual MR volumetric images of a person’s calf.

I. INTRODUCTION

Pre-estimating deformation or motion of biological tissues
is often required for computer-assisted medical applications,
such as clinical diagnosis, surgery simulation, operation plan-
ning, and evaluation of physical characteristics of biological
tissues, which are becoming increasingly more common. Im-
ages can be obtained in three dimensions (3D) using magnetic
resonance (MR), computer tomography(CT), ultrasonic (US)
scans, all of which are non-invasive. Magnetic resonance
imaging (MRI) is particular good for estimating deformation
of tissue because it affords superb anatomic images with
excellent spatial resolution and contrast between soft tissues.

Estimations of deformation from MR volumetric images are
mainly based on elastic deformation models [1]-[3], which
can be classified into either parametric or geometric active
models [4]. In the former, parametric active contours, also
called snakes, were first introduced by Kass et al. in 1987 [5],
and subsequently used by Lang et al. [6], Cho et al. [2] and
Matuszewski et al. [1] to estimate deformation of soft objects.
Its general idea is to try to minimise the designed function
to deform a given initial contour toward the boundary of the
object to obtain the object’s deformation. The geometric active
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model was first proposed by Caselles et al. [7], and developed
by Malladi et al. [8], Caselles [9] and Chenoune et al. [4]. In
the geometric active model, propagation of curves and surfaces
are used to detect boundaries and track motion.

Moreover, much work has also been done on MRI tag-
ging technique for measuring deformation. The MRI tagging
method was proposed by Zerhouni [11], and has been sub-
sequently developed: Amini et al. [12] introduced a coupled
B-snake grids and constrained thin-plate splines to analyze 2D
tissue deformations; Wang et al. [14] proposed using subspace
approximation techniques to compute motion fields and intro-
duced a spline technique to reconstruct dense displacement
fields; Chen et al.[28] introduced an approach for tracking
the tags; and Huang et al.[13] introduced an environment to
fit and track volumetric tagged MRI data by a 4D deformable
B-spline model. In all these MRI tagging methods, a set of
radio-frequency (RF) pulses are used to make trackable tags
in thin slices perpendicular to the imaging plane [12].

Although the algorithms used to measure the deformations
have been much improved in recent years, some problems still
remain. The parametric active model cannot handle changes in
the topology of the evolving contours when implementations
of deformation made are performed directly, and special, often
heuristic, topology handling procedures must be used [9].
In the geometric active model, when contrast is poor and
boundaries are not clear or continuous in the images, the
contours tend to leak through the boundary [10]. The tagged
images must have a regular grid pattern in the imaging plane,
and if the number of tagged points is low the accuracy of the
measurements will be poor.

Herein, we propose an approach based on matching point
features to measure local deformation of biological tissues
from MR volumetric images. Briefly, we extract enough points
of high curvature (also called points of interest) automatically
in MR volumetric images taken before and after deformation
of the tissue, which hereafter we refer to as initial and



deformed images, and then compare their relative positions.
We describe the approach in Section 2 and give examples
and preliminary experimental results in Section 3. In the final
section, we present a discussion and conclusions.

II. METHOD

Our approach consists of three steps: registration, point
feature matching and deformation measurement.

A. Registration

Registration is determination of the absolute orientation of
one data set with respect to another [25]. Its application to
MR images has been well studied [17]- [23]. Registration
is usually applied to non-rigid objects using either a voxel-
based or a feature-based method [23]. In [23]. In the former
method, optimized transformation is performed to maximize
the difference in intensity in regions where the intensity would
otherwise be similar in the initial and deformed images.
The latter method uses information from different identifiable
structures of the object.

In the present study, we use a registration technique to
find the movement of two coordinate systems in initial
and deformed MR volumetric images of a volunteer’s calf
(Figure 1). We select features, considered rigid, around the
bone (Figure 2a) in the initial image and compare them with
their corresponding features in the deformed image to obtain
rotation matrix R and translation vector 7.

Denoting the position vector in the initial and deformed vol-
umetric images as x; and X4, respectively, and consideration
their geometric movement, we have affine transformation

Xq = Rx; + 7. (D)

R and 7 can be estimated using a set of rigid features. Using
the quaternion qo, ¢, g, and g, (Horn [24]) in the rotation
matrix R, we can obtain equation (2) with the constraint qg +
GHa+qe=1

s

Let n be the number of selected rigid features, and x;;, (k =
1,2,...,n) be their position vectors in the initial volumetric
image and xq; (kK = 1,2,...,n) be their corresponding the
position vectors in the deformed volumetric image. Let X;
and xg4 represent their centroids in the initial and deformed
images, respectively. We can write

xi:ﬁzxik’ xd:ﬁzxdk'
k=1 k=1
To find the rotation, let us denote the new coordinates as

“)

2(¢xqy — q04z)
@ -+ —¢?
2(g2qy + 909x)

B+az—a2—q2
2(qyge + q0q=)
Q(Qz(h - QOQy)

2(qyq= — 904x)

2(qeq= + q0qy) )
@ -3 —a;+ q(ﬁz)

3)

/ — / =~
Xik = Xijr — Xi, Xdk = Xdr — Xd-

slice 0 slice 0

(a)Initial MR slices (b)Final MR slices

Fig. 1. Original MR volumetric image

We then introduce a 3 x 3 matrix M computed by the sums
of cross products of coordinates measured in the initial volu-
metric image and those measured in the deformed volumetric

image.
n
_ ;T
M = E XirpXdk
k=1

According to Horn [24], the above matrix contains all the
information required to solve the least-squares problem for
rotation.

Note that the 3 x 3 matrix A = M — M7T is skewed
symmetric, implying that multiplying matrix A and a 3-
dimensional vector will give the outer product of vector  and
the vector. Letting \A; ; be the (7,7) — th element of matrix
A, vector ¢ is given by

d=1[A23 Asz; AT

®)

(6)

Let us introduce a new 4 x 4 real symmetric matrix:
B_ < traceéM)‘ 6T > o

‘ M+ MY — trace(M)E
where trace(M) is the trace of matrix M, and E is a 3 x 3
unit matrix.

It can be shown that the wunit quaternion q =
(90, ¢u» 4y, ¢ is the eigenvector corresponding to the largest
positive eigenvalue of matrix B [24][25]. This implies that
rotation matrix R can be estimated. The translation vector 7
is computed as

T = RX; — X4q.

®)

Figures 2b and 2c show the results of registering a 2D
and a 3D image, respectively. The blue and orange contours
represent the surfaces in the initial and deformed images,
respectively.

B. Point feature matching

Point feature matching is central to our approach. First, we
compute a correlation score[26][27] between two cubic re-
gions around a feature point in initial and deformed volumetric
images, and then disambiguate matches through a relaxation
labeling technique.
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initial slice
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deformed slice

(a) bone region in initial (upper) and final (bottom) MR
slices (b) overlaid result of registered 2D contours

(c) unregistered and (d) registered 3D surface model

Fig. 2. Original MR volumetric image

1) First matching through correlation score: Given a high
curvature point p; pre-extracted from the initial MR volu-
metric image using a Harris operator [31], we first compute
its projection point pg in the deformed volumetric image
using equation (1). We then select a match cubic region of
size (2m + 1) x (2n+ 1) x (2h + 1) and search the cubic
region of size (2u + 1) x (2v + 1) x (2w + 1) around p;
and ps. The search cube size reflects a pre-estimation of
maximum deformation. The match and search cubic regions
can be described as

Cn={x=[z y 2"
S [7m m]v /RS [77?,,’&],
Co={x=[z y 27|

z € [—u,ul, y € [-v,v], z € [-w,w]}.

z € [7h7h}}a (9)

(10)

Let g(x) and gEx) be the voxel value of the initial and
deformed volumetric images at point x. The correlation score
between two match cubic regions around voxel p; in the
initial volumetric image and voxel pz; (high curvature points
within the search cube around p2) in the deformed volumetric
image is defined by

 2xeln ot~ 901)) Glp, 120 ~ Iipa )
cs(p1,P2;) =
Coaly /7 (gps) % 0 (ga,)
1D
where
|Cm| =(2m+1)(2n + 1)(2h +1),
1
9p1 = |Cm| Z 9(p1+x)s gp27 ‘C ‘ Z sz+X)
x€Cm x€Crm
Here, o(gp) is the standard derivation of MR volumetric
image g(p) in the neighborhood (2m+1) x (2n+1) x (2h+1)
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of point p, given by

>ovee,, (Gpix) — o)’

|Con

where g, is the averaged intensity in the neighborhood of
point p in the MR volumetric image. The correlation score
ranges from —1 when the cubic regions are completely
different to —1 when they are identical.

From the correlation scores, we obtain a set of many-
to-many matches, that is, a point in the initial volumetric
image may be paired with more than one point (candidate
matches) in the deformed image, and vice versa. Obviously,
many candidate matches will be ambiguous, but this problem
can be resolved with relaxation techniques [26].

2) Definition of strength of the match: To iteratively disam-
biguate the matches, we use a function for the strength of the
match (SM). Let p1; and p2; represent candidate matches
in initial and deformed volumetric image respectively, then,
P1; and p2; can be regarded as a pair of potential matched
PM(p1;, p2;) if and only if the SM(p1,, p2;) between py;
and pg; is the largest among the candidate matches of py;
and the largest among the candidate matches of pa;.

Suppose that a cubic volumetric image region N (p) rep-
resents the neighborhood of point p, then, we will expect
to see many potential matches within their neighborhoods
N(p1;) and N (pz;) if and only if (p1;, p2;) is a potential
match. Incontrast, we will expect to see only a few or even
no matches. Let (nj;, ny;) be the potential matches within
N(p1;) and N (p2;), respectively, where ny;, € N (p1;) and
nz; € N(pz;). More strictly, we define a strength function
of candidate matches p1; and p2; as:

o*(gp) = (12)

SM(pu,P%) = cs(p1;, P2j)+

5>

k=1

cs(nyy, ng;p) - n(ngg, n2;)
L+ dif f(P1is P2j; N1k, N2y)

13)

where s represents the total number of the potential matches
in the neighborhoods N (p1;) and N (pz;) of the candidate
match (p1;,P2;), a is a balancing parameter used to balance
the weight during iteration, and dif f(p1;, P2;; D1k, N2;) is
the relative distance difference given by
d(p1;;n1y) — d(p2j7 nz;)
dist(P1;; P2;; D1k, N2;)
14
where dist(pli,pzj;n1k7n2l) is the average distance be-
tween two pairs (ps, ns). Let us define the Euclidean distance
between the pair of points ps and ng as

dif f(P1;; P2j; N1y, N2;) =

15)

d(p87n5) = Hps - I’ISH.

We then have

d(p1;;n1) + d(p2;, n2;)
5 )

dist(p1,, P2;; N1y, N2;) =
(16)



Generally, with better matched pair (ny,ng;), we expect
more contribution to its center pair (p1;, p2;). Moreover, as
is well known, we can measure the similarity between two
volumetric image regions by minimising the sum of the square
of the residual between the two regions. So, the contribu-
tion 7(ny,ng;) of potentially matched pair (njj,ns;) in
equation (13) can be defined by the residual as follows. Let
vector Xn,, = (Tny,:YUny,s%n1,) € N(nyy) represent the
coordinate of a voxel in NV (ny}), and its corresponding point
ng2; be regarded as its estimation in the deformed volumetric
image, then we can use the sum of the square residual of
neighborhoods to substitute for the residual of the point ny .
Ideally, the residual {(n1j,n2;) of ny; can be defined as

2
C(n1k7n21) = Z | gnlk(xnlk) - g;‘lzl(xnlk) ‘ .

Xnyqy eN

Considering the rotation transformation between the initial and
final volumetric images, we can rewrite the above equation as

Capmz) = > | gny, (Xny) = Gy, %0y, R) [
xnlkEN

A7)
where gn,, (Xn,,) is the intensity values in the image at
position Xp,,, g;m(xnl .+ R) is the intensity value of the
voxel centered at point na;, and its relative coordinate xy,,, =
(Tna,> Ynap» Zna,) € N(ng;) satisfies
}T

[xnzz Yngz, Zn2l]T:R[xn1k Ynij Znyy

Without losing generality, we define the local contributions of
the pair (n1y, ng;) via the Gibbs distribution in the form

1

- - _X'C(nlk,nzl)
- exp
Z(nyy,nz;)

n(niy, nz;) = (18)
where the notation Z(n1;, ng;) represents the partition func-
tion (or normalizing constant) of the pair (n1y,ng;). This is

given by

Z(nyy,nz;) = Z exp M¢(Miknzi) 19)

k=1

where s has the same meaning as equation (13), the atten-
uation constant A = 1/7" and call T temperature. Here, we
expect to select proper A so that as \ increases (or 71" de-
creases), the 77(n1, ng;) of those with large residuals quickly
decreases, and ultimately the contributions is mainly from
those with the smallest residuals. Thus, in our implementation,
we define the attenuation constant A\ as

1

A= — = {¢(n1,nz;) — {}?

T (20)

where ¢ represents the average residuals of potential matches
within the neighborhood of the candidate pair (p1;, P2;)-

3) Relaxation labeling: The relaxation technique was first
proposed by Rosenfel et al. [29]. The basic idea is to use
iterated local context updates to achieve a globally consistent
result [30]. To disambiguate the candidate matches, we define
the energy function as the average of the strengths of all
candidate matches:

N
€ :% Z SM(p1;, P2;) (21)
i,j=1
where N is the total number of matched pairs in a potential
matches set (PMS) at time t.

The matches can be disambiguated by maximizing the
energy function &, using an iterative procedure. Here, we
note that since the PMS varies dynamically, the strength
function (13) also varies. Therefore, potential matches can
be updated constantly, and the iteration will stop when the
energy decreases. The relaxation process can be described as
follows in pseudo code.
set a0
for(i = 0 to total number of points in initial image)
for(j = 0 to total number of candidates of pi;

in final image)
if (max{cs(p1;)} — pa, and max{es(pz;)} — p1,)
Add pair(p1;,p2;) — PMS;
iteration
{
for(n = 0 to total number of PM pairs)
Computation the SM(p1,,, P2,);

Computation the energy function ey;

if(e, > e41)

{

PMS « 0
for(i = 0 to total number of points in initial image)
for(j = 0 to total number of candidates of p1;
in final image)
if (max{SM(p1;)} — p2, and
max[SM(pz,)} — p1,)
Add pair(p1,,p2,) — PMS;
a— ot A«
}
else
stop iteration;

}

Functions €; and €;,_; are energies at time ¢ and ¢ — 1,
respectively. If SM(py;, p2;) is the largest among the can-
didate matches for py,;, then max{SM (p1;)} — P2, and
max{cs(p1;)} — P2, have similar meaning.

Moreover, we should emphasis that the balancing parameter
« increases during the first couple of iterations.

It is worth pointing out the similarities and differences
between our algorithm and those reported in references
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in [26] [28]. First, the above algorithm is a combination of
those proposed by Zhang [26] and Chen [28] and, therefore,
they are similar in form. Second, by the potential matches as
substitutes for high curvature points in the neighborhood of
the candidate match (p1;, p2 j), the above algorithm can effec-
tively avoid the dissymmetry that may appear in the algorithm
proposed in [26]. Third, in addition to differences in distance,
our SM function considers the contribution ratio of potential
matches of different strength. Normalised Gibbs distribution
of residual of each pair of potential matches reveals that those
pairs that have smaller residual would have larger contribution.

C. Deformation measurement

Well matched pairs of feature points are used to measure
local deformation. Let D be the displacement vector of a
given point of high curvature in the initial MR volumetric
image relative to its corresponding point in the final image, ¢
represent the angle between the displacement vector and the
xz-plane, and x; = (v17 y1 21)T and x3 = (73 ya 22)7T
represent the coordinate of corresponding points in their
respective coordinate systems. Then, we have

D= [x1(R,7) — x2| (22)
and ,
. Y2 —Yp
= === 23
» = arcsin( D ) (23)
where y/1 satisfies
0y T =R 4 0T +. (24)

III. EXPERIMENTS AND RESULTS

To evaluate the proposed approach, we performed a prac-
tical experiment using software that we wrote in Visual C++
and ran on Microsoft Windows XP in a Dell PC with a 2.80
GHz Intel® Pentium® D CPU and 1 GB of RAM.

For the experiment, MR volumetric images (Figure 1) of
a volunteer’s calf were taken under different status and at
different times. In both cases, there were 76 slices, FOV was
20 x 20 cm, and the slice gap was 2 mm. In this case, we
selected 20 neighbouring slices from each of the initial and
final MR volume data sets. For both the initial and deformed
images, we performed linear interpolation between two neigh-
boring original slices , which gave discrete volumetric images
of size 256 x 256 x 40 and sufficient resolution along the
z-axis direction.

Figure 3 shows the experiment results. To clarify the extent
of deformation, two slices, one from the initial and the other
from the deformed series, are superimposed using a uniform
coordinate system (Fig.3a). In Figure 3a, the red and blue
contours show the edges of the deformed and initial slices,
respectively. Figure 3b is their 2D projection of the 3D
deformation. Figure 3¢ shows the 3D mesh model of the final
volumetric image, and Figure 3d shows the local deformation
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(b)The

(a)Deformed slice overlaid on the initial slice

projection of 3D deformation field on 2D plane

(c)Mesh model (d)3D local deformation field

Fig. 3. Original MR volumetric image

field overlaid on the 3D surface model of the final volumetric
image. The arrow with the blue tail and white head indicates
the direction and magnitude of the local deformation field.

Figure 3 was obtained with a search cube size of 17 x 17 x
7 voxels and a match cube size of 9 x 9 x 5 voxels. The
total number of reference high curvature points in the initial
volumetric images is 500. There were 330 pairs of successful
matches, of which 297 (90%) were good. The time cost was
10 seconds.

IV. CONCLUSION

‘We proposed a method to measure local deformation in soft
biological tissues from MR volumetric by matching pairs of
feature points. The core idea is to find points in volumetric
images taken before deformation that match points well in
the image taken after deformation. After matching points we
used a relaxation technique to obtain good matches. Our
preliminary experimental results reveal that our approach is
effective. Compared with similar types of algorithms, our
approach has the following advantages:

(1) Independent of the initial contours or boundaries.

(2) Feature points are automatically extracted from volu-
metric images.

(3) Insensitive to noise.

In the future, we intend to

(1) Improve the algorithm so that it is applicable to large
deformations.

(2) Improve the accuracy of feature point matching.

(3) Reduce the number of false matches.
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0 2.2: Example of ultrasonic image
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O 2.1: Marker coordinates in initial and deformed
shapes detected by ultrasonic images (mm)
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O 2.6: MR images at initial, deformed, and stationary states

0 2.2: Marker coordinates at initial, deformed, and
stationary states detected by MR images

(mm)

marker | initial state | deformed state | stationary state
#1 | (12, 21, 11)|( 21, 11) | ( 21, 11)
#2 | (45, 25, 10) | (41, 24, 10)| (46, 24, 10)
#3 | (45, 17, 12)| (41, 16, 11)| (45, 16, 12)
#4 | (17, 24, 18) | (18, 24, 17)|(17, 24, 17)
#5 | (25, 20, 28)|(25, 18, 27)|(25, 20, 27)
#6 | (12, 21, 42)| (12, 21, 42)|(11, 21, 42)
#HT7 | (44, 27, 43) | (45, 24, 44)| (44, 26, 43)
#8 | (45, 17, 43) | (47, 16, 43)| (45, 16, 43)
#9 | (11, 7, 44) (11, 7, 44)|(11, 7, 43)
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0 2.9: Simulation of real object deformation
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Abstract—This paper describes the measurement of inner
deformation of a rheological object using ultrasonic and
MR images and comparison the measured and simulated
deformations. We apply finite element (FE) model to simulate
elastic, viscoplastic, and rheological deformation of soft objects.
Ultrasonic and MR images are used to reveal the inner
deformation of a soft object. Here we report the measurement
and its evaluating by comparing measured and simulated
deformations.

Keywords—simulation, measurement, FE model, ultrasonic
images, MR images

I. INTRODUCTION

Modeling of soft objects such as food dough and biological
tissue is a current challenging issue in surgical simulation,
human modeling, and food engineering. Physically-based mod-
eling has been proposed in computer graphics to simulate the
dynamic behavior of soft objects. This approach has been
directly applied to surgical simulation and human modeling.
Physical models are built in this approach to compute the de-
formation of soft objects. The deformed shapes were validated
experimentally but the inner deformation has been out of focus
because of the lack of sensing method. We have to validate
the physical models by comparing the inner deformation of
soft objects. In addition, most physical models are based on
the assumption that the deformation is isotropic and uniform.
Unfortunately, actual soft objects often do not follow this
assumption. We should relax this assumption to build more
realistic physical models. Here we have to measure the inner
deformation of soft objects to build the realistic models.

We have developed the modeling and identification of rheo-
logically deformable objects [1], [2] but the inner deformation
has been out of scope. Recent progress in ultrasonography and
three dimensional imaging such as CT and MRI is impressive
[3], [4]. Using these technologies, we can measure the inner
deformation of deformable soft objects for the validation of
models as well as the modeling based on the inner deformation
measurement. This paper describes the inner measurement of
rheological object deformation and the comparison between
the measured and simulated deformations.

II. SIMULATION OF DYNAMIC DEFORMATION USING FE
MODELS

a) FE model of elastic object: This section describes
FE (Finite Element) model of elastic objects. In FE modeling,

1-4244-0342-1/06/$20.00 © 2006 IEEE

Shigehiro Morikawa
Shiga University of Medical Science
Otsu, Shiga 520-2192, Japan

an object is described by a set of triangles or tetrahedra. The
object deformation is then formulated by the deformation of
individual triangles or tetrahedra. In this section, we formulate
planar deformation of an object of thickness h. The object is
given by a set of triangles. Let T}, be one triangle, of which
vertices are P;, P;, and Py. Assume that P;, P;, and P}, follow
the triangle T, counterclockwise. Let [¢;,7;]" be the initial
position of vertex P;. Let S, denotes the area of triangle T,
at its initial shape.

Let two-dimensional vector u; denotes the displacement of
vertex P;. Deformation of triangle T, is then described by
the displacement of three vertices w;, u;, and uy. Let ff
be an elastic force exerted at vertex P; by the deformation
of triangle T),. Assuming that the elasticity is uniform and
isotropic, the elastic deformation is characterized by Lamé’s
constants A and u. Note that Lamé’s constants are described
by Young’s modulus E and Poisson ratio v as follows:

vE E

AT oaswy Pt Iae

T+ (-2 1

The deformation of triangle T, yields a set of elastic forces
exerted at its vertices:

ff U;
5l =Ky | v |- )
i up

Partial elastic matrix K, is given by AJ) + pJ¥, where J))
and J}' are partial connection matrices given as follows:

R no| Aikik Aikki Ajkig
Jy = 15 Ariik  Akiki Ak (3)
L “1i.did.k i,55k,1 ,55%,7 J
no| 2Bikik 2Bjkki 2Bk
Jy = 15 2Bg ik 2Bk 2B | +
Pl 2Bijijk  2Bijki  2Biji
no | Cikik Cikki Cjkig
15 Crijk Criski  Chryisig | - 4)
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(d) 20s (e) 25s (f) 30s
Fig. 1. Simulation of elastic deformation
where
I (i = 1) (= nm) = (0 = 3) (& = &m) ]
b | -G =& m—mm) (& —&) (& —&m) |
B = | mi=mi) = mm) 0 ]
b i 0 & =&) (& —&m) |’
C = (& = &) (& —&m) = (&= &) (m —nm) |
b L =i =) (&= &) (i —m;) (0 = 1im) |

Let f, be a resultant elastic force at nodal point P;. The
resultant force f; is given by the sum of elastic forces caused
by the deformation of triangles involving nodal point P;:

fi= > 2. (5)

triangle T, involving vertex P;

Let ux be a collective vector consisting of displacement
vectors at individual nodal points. A set of elastic forces
at individual nodal points is then collectively described as
—Kuy. Elastic matrix K can be constructed from partial
elastic matrices K.

Assuming that mass of a triangle equally concentrates to its
three vertices, inertia matrix M, of triangle T, is given by a
block diagonal matrix as follows:

-[2><2 02><2 O2><2
hS.
Mp:p PV Osxa DLxa Oaxo |- (6)
02><2 02><2 IZ><2

Inertia matrix M of the object can be constructed from partial
inertia matrices M,,.

In this section, we assume that an object deforms on the
floor, implying that we should incorporate a geometric con-
straint caused by the floor. We apply Constraint Stabilization
Method (CSM) to take the constraint into consideration. Let
a geometric constraint be ATun = 0, where matrix A selects
nodal points on which the constraint is imposed. Equation of
motion of the constrained nodal points is collectively given by

Alan + AT 2win + w?un) = 0. 7

(d) 20s (e) 25s (f) 30s

Fig. 2. Simulation of viscoplastic deformation

Introducing a set of Lagrange’s multipliers A, which corre-
sponds to a set of constraint forces, a set of equations of motion
,of individual nodal points on the object is described as follows:

—Kux + f + A\ — Miix = 0, 8)

where f denotes a set of external forces applied to individual
.nodal points. Introducing nodal velocity vector vy = un, we
have a set of differential equations of the first order:

TR - B R
U | P B PUCENES

Giving the values of state variables uyx and vy, we can
compute the coefficient matrix on the left and the vector
on the right. Since the coefficient matrix is regular, we can
numerically compute ©x and vn. Thus, applying numerical
integration such as Runge-Kutta method, we can numerically
compute the displacement and velocity of individual nodal
points, resulting that we can compute the deformation of the
object.

Fig. 1 shows a simulation result of an elastic object deform-
ing. An elastic object is fixed on the floor. Simulation time is
30s. The center of the top face is pushed down during the first
0s, the displacement is kept during the next 10s, and then the
constraint is released. The density of the object is p = 6.4 and
its thickness is A = 1.0. The Young’s modulus is E = 10 and
Poisson ratio is v = 0.35.

b) FE model of viscoplastic object: Viscoplastic defor-
mation can be formulated by Maxwell model, which is a
serial connection of an elastic element and a viscous element.
Deformation remains after an applied force is released. A set of
viscoplastic forces caused by the deformation of a viscoplastic
object is given by

JAw? + JHwH. (10)

Connection matrices J» and J* can be constructed from
partial connection matrices Jp>‘ and J} at individual triangles.
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Simulation of rheological deformation

Moreover, vector w* and w* satisfy the following differential
equations:

ela

w = —Avisw* + \layy, (11)
ela

wh = _Zvis w” + pPoy. (12)

Replacing a set of elastic forces —Kwux in the right side
of eq.(9) by a set of viscoplastic forces — (Jrw* + JHw")

and adding differential equations (11) and (12) yield a set of

differential equations that describes viscoplastic deformation.
Solving the obtained differential equations numerically, we can
simulate the deformation of a viscoplastic object. Fig. 2 shows
a simulation result of the deformation of a viscoplastic object.
Viscoplastic parameters are £ = 90 and C' = 50, Poisson’s
ratios are v°® = pV1s = (.35.

¢) FE model of rheological object: Rheological defor-
mation can be formulated by three-element model, which is a
serial connection of a Voigt model and a viscous element. This
element shows both viscoelastic deformation and plastic defor-
mation. A set of rheological forces caused by the deformation

of a rheological object is given by
(AN 4 S I ox + Pt + Jrwk. (13)

Vector w* and w* satisfy the following differential equations:

A Aot A vis
W= S e (w* — A3 o) , (14)
u ’uela p vis
W= (W vN) . (15)

Parameters A}™® and u}* characterize the object viscosity
while A3 and p3*® determine the object plasticity. Solving
the differential equations numerically, we can simulate the
deformation of a rheological object. Fig. 3 shows a simulation
result of the deformation of a rheological object. Rheological
parameters are £ = 30, C*'®* = 200, and C¥'* = 500,
Poisson’s ratios are v®?2 vyis vyis 0.35. The
three-element model can describe viscoelastic, viscoplastic,
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images

Fig. 4. Location of probe and object

Fig. 5.

Example of ultrasonic image

and rheological deformations in a coherent manner. Actually,
plastic deformation is described by letting 2 = 0. Letting
CV's = 00, the model acn describe viscoelastic deformation.

III. MEASUREMENT OF INNER DEFORMATION VIA
ULTRASONOGRAPHY

This section describes the sensing of inner deformation of a
deformable object using ultrasonic imaging device. Ultrasonic
waves are transmitted from a probe and the reflected waves are
received at the probe. The received wave signals are sent to
a computer to construct successive ultrasonic images from the
signals. We have used a linear probe and B mode imaging,
where the pixel value of an image corresponds to wave
amplitude to measure the successive deformation of a cross-
sectional plane. We have used Hitachi EUB-240. Resonance
frequency of the probe is 3.5 MHz, frame rate is 24.6 Hz, and
the resolution of images is 320%x240 pixels. We assumed that
sound travels at its standard speed in tissue 1530 m/s.

A probe is set below a target object as shown in Fig. 4
so that the probe be in contact with the object to measure
its inner deformation. The target object is made of agar
consisting of carrageenan and locust bean gum. Carrageenan
is a polysaccharide extracted from seaweeds. Locust bean gum
is a galactmannan extracted from Carob tree seeds. This agar
shows rheological deformation. Since the agar contains mush
water, we can obtain distinct ultrasonic images of the target
object deformation. We used agar of concentration 5.0 %.
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Fig. 6. Position of markers detected by ultrasonic images
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Fig. 7. Position of markers in initial and deformed shapes

The target object is a rectangular parallelepiped of which top
surface is a square of 75mm length and height is 30 mm.
The object weighs 200g. We inserted five makers along the
central cross-sectional plane of the object with the interval
of 10mm. Let us put a cylindrical weight of weight 500 g
and diameter 40 mm on the center of the object to surface
to deform the object. A measured deformation is shown in
Fig. 5. We find five markers at the bottom of the image and
the object surface above the markers. Additionally, we find
ghosts of markers and the surface above. Positions of markers
are computed by processing measured images. We specify a
processing region in images to eliminate the ghosts. We can
compute the displacements of markers from images before and
after deformation. The humidity was 34 % and the temperature
was 26 C. Temperature of the object surface was 23 °C.

Fig. 6-(a) and Fig. 6-(b) show the first and the second
measurement results. We assumed that the initial position of
the middle marker be the origin of the coordinate system.
We have eliminated extraordinary measured values comparing
the actual deformation, resulting the lack of values. Table I
summarizes the measured values at the initial shape and at the
deformed shape after 6. The values are plotted in Fig. 7.
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TABLE I

MARKER COORDINATES IN INITIAL AND DEFORMED SHAPES DE-
TECTED BY ULTRASONIC IMAGES (MM)

trial 1
marker initial shape deformed shape
#1 |[( —-18.0, —-1.0 )[( —-21.0, —5.0 )
#2 | ( -9.0, 0.0 )|( —-10.5, —5.0 )
#3 | ( 0.0, 0.0 )| 2.0, —=5.0 )
#4 | ( 10.5, 0.0 )| ( 14.0, —=5.0 )
#5 | ( 21.0, 1.0 )| ( 23.0, —1.5 )
trial 2
marker initial shape deformed shape
#1 [ ( —20.5, —3.0 )[( —21.5, —55 )
#2 |( -10.5, =3.0 )|( —-11.0, —6.5 )
#3 | ( 0.0, —=3.0 )|( 1.0, —6.5 )
#4 | ( 10.5, —2.5 )| ( 13.5, —6.0 )
#5 | ( 19.0, —0.5 )| ( 22,5, —2.5 )

(a) full view (b) RF coil
Fig. 8. MRI device
Y
y
#1 #2
#4 #3
O #5 X
#6 #7
#9 #8

Fig. 9. Location of markers in MR imaging

IV. MEASUREMENT OF INNER DEFORMATION VIA MR
IMAGING

An MRI device measures cross-sectional images of a target
object and obtain a three-dimensional image by constructing
the cross-sectional images. Cross-sectional images are referred
to as slice images and the interval between two slice images is
referred to as slice interval. MR imaging enables us to detect
a cross-sectional image along any plane and to measure three-
dimensional deformation inside an object. Unfortunately, it
takes much time to obtain a three-dimensional image, making
it difficult to capture dynamic deformation of an object. We
have used a MRI device shown in Fig. 8-(a), which is installed
at Shiga University of Medical Science. A target object is fixed
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Fig. 11. MR images at initial, deformed, and stationary states

inside of an RF coil, shown in Fig. 8-(b), before the coil is
inserted into the device for the measurement.

The inner diameter of an RF coil used in our experiment
is 63 mm. A target object of width 55 mm, depth 55 mm, and
height 25 mm made of agar on an acrylic plate of width 55 mm
and thickness 2mm is inserted into the coil. Plastic beads of
diameter 2mm are inserted in the target object as markers.
The location of the markers is illustrated in Fig. 9. Gadolinium
medium is mixed with agar to emphasize the image contrast.

TABLE I

MARKER COORDINATES AT INITIAL, DEFORMED, AND STATIONARY
STATES DETECTED BY MR IMAGES (MM)

marker initial state deformed state stationary state
#1 (12, 21, 11) | (12, 21, 11) [ (12, 21, 11)
#2 (45, 25, 10) | (41, 24, 10) | (46, 24, 10)
#3 (45, 17, 12) | (41, 16, 11) | (45, 16, 12)
#4 (17, 24, 18) | (18, 24, 17) [ (17, 24, 17)
#5 (25, 20, 28) | (25, 18, 27) [ (25, 20, 27)
#6 (12, 21, 42) | (12, 21, 42) [ (11, 21, 42)
#7 (44, 27, 43) | (45, 24, 44) | (44, 26, 43)
#8 (45, 17, 43) | (47, 16, 43) | (45, 16, 43)
#9 (11, 7, 44) | (11, 7, 44) ] (11, 7, 43)

An acrylic cylindrical bar of diameter 20 mm is through
the coil. One end is fixed and the other end is pushed down
manually to deform a target object below the bar, as shown in
Fig. 10. The bar is along the z-axis denoted in Fig. 9. We have
applied two measurements. The first measurement is three-
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(a) 0.6 (b) 1.2s (c) 3.6
(d)7.2s (e) 9.6 ) 12.0s
Fig. 12. Successive images of one cross-section

dimensional and static while the second measurement is two-
dimensional and dynamic. In the first measurement, the MRI
device obtains the successive three-dimensional images of slice
interval 2 mm. The initial shape where no external forces are
applied to the object, the deformed shape where the bar is
pushed down, and the relaxed shape after the applied forces
are released away are measured with enough time intervals. In
the second measurement, the MRI device obtains successive
images of one cross-sectional plane. The bar is pushed down
and is released back dynamically.

The result of the first measurement is shown in Fig. 11. We
obtained a set of 30 slice images with slice interval 2 mm. The
figure shows successive 3 slices of the 30 images. Fig. 11-(a)
through (c) correspond to the initial shape, Fig. 11-(d) through
(f) correspond to the deformed shape, and Fig. 11-(g) through
(i) correspond to the relaxed shape. The position of markers
can be computed from these images. Table II summarizes the
computed position of 9 markers inside of a deforming agar
object.

The result of the second measurement is shown in Fig. 12.
Selecting one slice image where markers can be found and
measuring the corresponding cross-sectional plane succes-
sively, we examined shorter time interval in the image mea-
surement. We found that time interval of 0.6s is possible, as
shown in the figure. Decreasing the resolution of MR images,
we can reduce the time interval more.

V. EVALUATION

d) Comparison between ultrasonic sound images and
simulation results: Let us examine FE models by comparing
the inner deformation obtained from ultrasonic sound images
and simulation results. We have five markers inside of an agar
target object. We compare the displacements of the middle
three markers, that are, markers #2, #3, and#4. The locations
of markers in simulation are described by black circles in
Fig. 13. We compute the displacements of markers at the
stable deformed shape of the target object. Fig. 14 shows the
measured and simulated displacements of the three markers.
Fig. 14-(a) through (c) shows respectively the displacements
of markers #2, #3, and #4. The solid lines correspond to
a simulation result when the center of the top surface of
the object is pushed down. The dotted lines correspond to
a simulation result when a nodal point deviated from the
center to the left side by one mesh is pushed down. Measured
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Fig. 14. Comparison between simulation and experiment

displacements from the initial locations to the stable locations
are also plotted in the figure. As shown in Fig. 14-(b), the
middle marker #3 moves downward but slightly in the right
direction. This is caused by the location of the weight is
biased to the right direction. Thus, we have computed the
dotted lines. Let us compare this simulation with the first
measurement. The errors between the measured and simulated
results are as follows: 1.0 mm along z-axis and 0.5 mm along
y-axis at marker #2, 1.8 mm along z-axis and 0.5 mm along
y-axis at marker #3, and 2.8 mm along z-axis and 0.2 mm
along y-axis at marker #4. We find that errors along x-axis is
relatively large. Comparison with the second measurement also
yields this tendency. This discrepancy comes from 1) errors in
parameter identification, 2) nonlinearity or non-isotropic nature
of deformation, and 3) non-uniform deformation, especially,
difference between surface deformation and inner deformation.

e) Comparison between MR images and simulation re-
sults: As shown in Table II, marker #5 just under the acrylic
pushing bar moves downwards along y-axis. In addition, the
marker moves upwards along y-axis after the bar is pulled
up. On the other side, displacements of other markers cannot
be detected from the MR images. This may be caused by
the pushing method we applied. We should reconsider how
to deform a target object in the MRI device.

VI. CONCLUSION

FE models developed in this paper can simulate the in-
ner deformation of an agar object. But, the error along the
horizontal axis is relatively large, which may come from
nonlinearity or non-isotropic nature of deformation as well
as non-uniform deformation, especially, difference between
surface deformation and inner deformation. We are going
to build FE models considering these properties. We have
inserted artificial markers inside a target object to measure
the inner deformation of the object. We are going to introduce
tracking algorithms in computer vision to measure the inner
deformation of actual biological objects.
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' : known
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1

O 3.4: Principle of physical parameters identification
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unknown

(a) Unknown parameters object is pushed by known parameters object

Measure deformation

unknown unknown

initial state deformed state

(b) Deformations are measured by MRI

unknown

(c) Equilibrium at the i-th nodal point P;

0 3.5: Method of physical parameters identification

%)

95



OoooooobbooobobooobobooobobobooOoOob MRIDOO
00000000 (Fig. 3.5-(b)) 00000 MRIDOODODOODODOOOOOOOO
oboooboooOoMRIDODODOOOODOOODOODOODOODOO 3 s000b0bDOOn
00000000 (3.10)0000000000000000000000

f?
f? _ AI/( Aﬁ AP 3.16
k M
i
ogod
o _ A’/{. .
u? | A Ap,
AP — Jp 9 = A ,
A A uj, AI))\,k
uy i L A‘K,z i
u? [ AP ]
) hy0
u? | A | AP,
AP — JP A = Hs] 3.17
14 uz Az,k ( )
| u i Ai,z _

gogooooo A’;\DAﬁD 12x100000004
gbbboooboubbobboouooooboouoobobbooogo
00000000000 (Fig. 3.5-(c))D0000C00O0O0O0DOODOODOOOOOO
obobobobbbobobobo pO0bLbO0b0 RODOO0DO0OO0O0O0OO0n
oooooobo pbObbObOb0ob0o0boobooboboboboobdg

Y =0 (3.18)

PES;

0000S;00Fig. 35-(c)0 000000000000 0O0ODO RROOODOOOO
OobOoobOooooboobbooo s;bboooobobobO00obboboOoooboo
000 K;00bobooooooboooooobgbooobbobog;,oooboobo

S =K, + U, (3.19)

0000000 (3.18)00

S =S (3.20)

peU; pEK;

56

26



P2 P P77 P P
Tz 5 TZ 7 T29 T31

Pis Pi P Pi Pl known
T i 2 T23

]"9 TH TI 3 TI 5

Ps 5 -+ 3 P unknown

Po P P: P3 P4

0 3.6: Example of computing physical parameters

0 3.1: Number of parameters and equations

Parameter AP, u? Equation (3.20)
(TO, T, -, T15) (i = Ps, P, -+, Ppy)

[ Total | 2x16=32 | 2x10=20 |
SR (/LS
(a) Vertical force (b) Aligned force

0 3.7: Example of pushing operation
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0 3.8: Overview of incremental physical parameters identification
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(a) Symmetry model (b) Asymmetry model

0 3.9: Example of mesh model
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EP=5.0% 10” Pa, »"=0.43
(known)

. | EP=5.0%10” Pa, vP=0.43
(unknown)

0 3.10: Uniform physical parameters identification

0 3.2: Error of uniform physical parameters identification

True value Result Error [%)]
EP [Pa] | v | EP[Pa] | o?
| 5.0x10? | 0.43 | 4.95x10° | 0.43 | 3.10x10? |

guodbugbbboooobbbobuogobbbodaobd

Znodalnumber{(xfim - x;«g)Q + (ylszm o y;e)2 + (Zzszm o ZZ@"@)Z}
width x height

Error =

(3.35)
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[0 3.11: Result of uniform physical parameters identification
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Young's modulus[Pa] Poisson's ratio

(a) Distribution of Young’s modulus  (b) Distribution of Poisson’s ratio

[0 3.12: Distribution of uniform physical parameters identified

(a) Simulation using true value (b) Simulation using the result

[0 3.13: Comparison of simulation using true value and result in uniform parameters

identification
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0 3.14: Nonuniform physical parameters identification
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[0 3.15: Result of nonuniform parameters identification
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(a) Distribution of Young’s modulus  (b) Distribution of Poisson’s ratio

O 3.16: Distribution of nonuniform physical parameters identified (area 1)
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0 3.17: Result of uniform parameters identification
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(a) Distribution of Young’s modulus  (b) Distribution of Poisson’s ratio

0 3.18: Distribution of nonuniform physical parameters identified (area 2)
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(a) Simulation using true value (b) Simulation using the result

0 3.19: Comparison of simulation using true value and result in nonuniform param-

eters identification
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O 3.3: Error of nonuniform physical parameters identification

True value Result Error [%)]
EP [Pa] ‘ vP | EP [Pal ‘ VP
Unknown area 1 | 2.5x10% | 0.43 | 2.51x10? | 0.43
Unknown area 2 | 5.0x10% | 0.38 | 5.18x10% | 0.32 | 1.37x1072

(a) Initial state (b) Deformed state

0 3.20: MRI photographics condition
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(a) Initial state (b) Deformed state

0 3.21: Calf MR images
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(a) Before interpolation  (b) After interpolation

[0 3.23: Interpolation between slice images

(a) Initial state (b) Deformed state

O 3.24: Construction of volume data by MR images
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goooboouoogon

[a(iaj) = (1 - O‘)[k(iaj) + a[kJrl(iaj) (337)

god
o = di/(dy + dig11)
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[0 3.25: Method of block matching
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O 3.26: Result of deformation measurement using blockmatching method
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3.5.3 0U0O0OOoo0n
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@) ! (g_y) ! (%) * (Z—y) =0 (3.46)
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O 3.27: Result of deformation measurement using Horn-Schunck method
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O 3.28: Result of deformation measurement using Lucas-Kanade method
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Block matching

O 3.29: Revised algorithm

(a) X-Y plane (b) Y-Z plane

O 3.30: Result of deformation measurement using the revised algorithm
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0 3.4: Result of compression test

H Dia.[mm] ‘ Hei.[mm] ‘ Young’s mod.[N/m?| ‘ Ave.[N/m?] ‘

30 35 2.78%10°

Hard. 5 40 25 2.01x10° 2.22%10°
35 20 1.86x10°
35 30 1.37x10°

Hard. 0 35 25 1.43%x10° 1.25%x10°
35 15 0.95%x10°

0 3.5: Value of Poisson’s ratio
H Longitudinal strain | Transversal strain | Poisson’s ratio
Hard. 5 0.32 0.10 0.33
Hard. 0 0.39 0.17 0.44
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O 3.6: Resolution of CT scanner

Direction H Resolution [mm] ‘

X 0.29
Y 0.29
Z 0.5

acrylic plate

] acrylic plate

l |
hard 5
(knoafl r::jneter) Som hardness 5
WiL P (known parameter)
40mm
hardness 0 30mm hardness 0
(unknown parameter) (unknown parameter)
(a) Initial state (b) Deformed state

O 3.32: Deformation of soft objects
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(a) Initial state (b) Deformed state

O 3.33: Soft objects in initial and deformed states
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) CT image ) Binarized image

[0 3.34: First layer in initial state

) CT image ) Binarized image

0 3.35: First layer in deformed state

) CT image ) Binarized image

[0 3.36: Second layer in initial state

) CT image ) Binarized image

0 3.37: Second layer in deformed state
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) CT image ) Binarized image

0 3.38: Third layer in initial state

) CT image ) Binarized image

0 3.39: Third layer in deformed state

) CT image ) Binarized image

0 3.40: Fourth layer in initial state

) CT image ) Binarized image

0 3.41: Fourth layer in deformed state
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0 3.42: Contour of soft objects
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0 3.7: Result of physical parameters identification in experiment

True value Result Error [%)]
E? [Pa ‘ vP | EP [Pal ‘ VP
Hardness 5 2.22 0.33 - -
(known) Ox10° 5.51
Hardness 0 || 1.25 [0.44| 155 |0.29| x10°?
(unknown) | Ox10° 0x10°
3.7 OO

ooobooboobbooobbooo0oobL FEODDODOODODODODOO
gooodbobooooooooooooboobogobo MRIDOOOOOO
gbhbgboobogobboobboobuooooboobbouooooobobooda
gbobbboobooobboooobbobbboobboobobobbbboan
gbobbbodguboooboooboobobboboooooobooboboboa
guogdgouogbbdobbgoobbbobouooobbobboboobbboo
000000000000 o0oooD 1% 0O000000000000000000O0
godobdobobooobbboooouoo MRIODDDODODODOOODOOD
goooogoboobobobbbbooubooboooooobboobbbooon
OO00oo0oDoDbOoboobboOoOobbOoODOO0On Horn-Schunck DO OO OOODO
guogdobbbbuotooogoobbuobgbdoobobbooooboogoa
goooobooobooobooboooobobooobo crooooooooobo
OO00o0o0oooobobooobbobooboobb 20000O0CTODOOOOOO
gogbobbobobuouudobobobobooouooonooooooboboobon
gboboobdoobiooooobboobobboboooobbooobboo
gooood

86



O000000000000000 FEODOODDOOODOOOoDoOOooDooo

ol bbUOO bbObLOO ObLbLbOOoOUobDO
Ud bboooobobooooboboo

Validation of nonuniform physical parameters identification through

measurement of inner deformation

o Kazumi Endo, Zhang Peng-lin and Shinichi Hirai Ritsumeikan Univ.

Shinichi Tokumoto Industrial Technology Center of Wakayama Prefecture

Abstract: This paper describes a method to identify nonuniform physical parameters through measurement of inner deformation.

We identify physical parameters by deforming an unknown parameter object using a known parameter object. We evaluate our

method in simulation and experimentally.
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Table 1 The result of physical parameters identifica-

tion in simulation

true value result error [0 ]
E [Pa] ‘ v E [Pa] ‘ v
area 0 | 2.5x10% | 0.43 | 2.51x10% | 0.43
area 0 | 5.0x10% | 0.38 | 5.18x10% | 0.32 | 1.37x1072
acrylic plate .
] acrylic plate
hardness 5 30mm hardness 5
(known parameter) (known parameter)
40mm
hardness 0 30mm hardness 0
(unknown parameter)| (unknown parameter)
acrylic plate acrylic plate
hardness 5
hardness 5 Y
Z hardness 0
Y}A hardness 0 0
0 ¢_> X l 7
Z

(a) initial state (b) deformed state

Fig.3 Soft objects in initial and deformed states
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Table 2 Physical parameters of soft objects

H E [Pa] ‘ v ‘
hardness 5 || 2.22x10° | 0.44
hardness 0 || 1.25x10° | 0.33

Table 3 The result of physical parameters identifica-

tion in experiment

| BPa) | v |
physical parameters (hardness 0) || 1.25x105 | 0.33
result 1.39%x10° | 0.28
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Physical parameters identification of FE model through measurement of inner deformation

o000 ODODODODOMMIOO ODODODODmOD DOooDOooOoogo

Kazumi ENDO, Ritsumeikan Univ.
Junji MURAMATSU, Ritsumeikan Univ.
Shinichi HIRAI, Ritsumeikan Univ.

Abstract: This paper describes the method to identify the parameters of 2D FE (Finite Element) deformation
model from the measured inner deformation of soft objects. First, we formulate 2D elastic deformation and apply
FE method to compute the deformation numerically. Next, we describe the method to measure the deformation
of soft objects. We propose to deform an object to be identified by another object of which physical parameters
are known. During this process, inner deformation of the two objects are measured by CT or MRI technique.
Soft objects are pushed by the objects which of the parameters identification is tested in advance. Finally, we
formulate a method to identify the model parameters from the measured deformations.

Key words: physical parameters, identification, FE model, deformation
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Fig.3 Pushing operation
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Fig.4 The method of parameters identification
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Table 2 The result of parameters identidfication

First trial Second trial T3 T4
X direction[m)] ‘ Y direction [m] | X direction [m] ‘ Y direction [m] A3 uts Al 't
0.00 0.025 0.025 0.025 1.12 x 10* | 1.89 x 10% | 0.93 x 10* | 1.70 x 103
0.00 0.03 0.03 0.03 1.10 x 10* | 1.87 x 10% | 1.10 x 10* | 1.73 x 103
0.00 0.05 0.05 0.05 2.07 x 10* | 0.76 x 10% | 1.11 x 10* | 1.01 x 103
0.00 0.05 0.1 0.1 2.09 x 10* | 0.77 x 103 | 1.10 x 10* | 1.01 x 10°
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Identification of FE model parameters from MRI volume

data using 3D block matching

oKazumi ENDO, Zhang Peng-lin, Junji MURAMATSU and Shinichi HIRAI Ritsumeikan Univ.
Shigehiro MORIKAWA Shiga Univ. of Medical Science

Abstract: MRI provides 3D information of internal organs and tissues by reconstructing slices. Therefore, we can construct an
accurate 3D FE deformation model of soft objects. This paper describes the measurement of inner deformation of the calf using
MR images to identify of FE model parameters of the calf. First, we apply 3D block matching to initial and deformed volume

data sets of MR images. Next, we propose the method to identify the parameters of the FE model.
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Internal Deformation Measurements of Flexible Object for Identification of

Parameters by CT Scanner

oShinichi TOKUMOTO System Division, Industrial Technology Center of Wakayama Prefecture and

Shinichi Hirai College of Science and Engineering, Ritsumeikan University

Abstract: In industry field, in order to manipulate flexible object as food and medicine and rubber product automatically, it is necessary to
model deformations of these objects. In this paper, we will measure internal deformation of flexible object by industrial CT
scanner for identification of model parameters. We will make the object of a cubic, half oval shape that metallic elements ware

arranged in the object at equal intervals as a marker. And, we will measure internal deformation by CT scanner when the

object is deformed by compulsion displacement in various deformable conditions.
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Table. 1 Specifications of CT Scanner
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Fig.2 Measurement Results by CT Scanner
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Fig. 10, Fig. 11127 ¥, v—H—REIF3 -1 LHLTHD,

40mm

ok EERKE

Fig 9 EEE&MH2
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Fig 10 #IHAFIR Fig 11 ZEE®IX

3—3. YHBBROERSRM: 3
O | & ES | OBEILFig 12 IR ITEEICT D, £ 30[mm] 1L THEE 5 |
3—2¢FELTH

. " 15[mm]

W TREREO ) . T 160mm] ik EEES | ICRET H, ~— D —OREIXS — 1.,
B, ~v—H—No. 1~25 1% [HHES5 | HNIZ, v—H —No. 26~50 1% [FHEE O | Mz, ¥—H —No. 51

~100 /% THEEES | WNICELE S D, IR, BRI IRIL Fig. 13, Fig 141277,

30mm

40mm

15mm 15mm

PR E

Fig 12 ZHBE&MH3

102



Fig 13 #IHAFR Fig 14 ZEEFEIR

3—4. MFHFBEBROERSRME 4
EEO0) & THEE S| ORSEX Fig. 16 IR TRIEICT 5,
5 (mm] X TEEEES ) . T4 16[mmiE THEEEO ) ICERET

3—30 [HEO0] & [FEES] 2

Aoy E530mm] i THEEO ]| |
%, v—H—No.1~25 1% HHE 0| NiZ, v~—H—No.26~50 | fHE 5] NI, ~—HF—No.51~

100 /% THEEE O | NICELE S D, FIHITER., AR Fig. 16, Fig 171277,

30mm

40mm

15mm 15mm

EERKE

Fig 15 ZE&MH4
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Fig 16 #IHAFIR Fig 17 EEBIR

RBHREEEO C T A% v T OEG S HEEIL
3—1, 3—2:x. yHMAILX0.07mm]. z FMAI% 0.5 mm]
3—3. 3—4 :x., yHmT0.29mm]. z Mm% 0.5mm]

4. SIHERAIROETR R R

4—1. ZIRRE 1 OFHHRER

Fig. 18 ICHBEMIKOREIGROLET 27T, HRHIBIR, FOVLRBROE IR E 5.
ERBIS A BND I Tk o TR HIICK L CREABE CIREBICEN > TO B 08D S,
i & 7 [ D R JE TREEME IR O BN R > TS T2, BBy & TEE 9 CE EDN R
STWVDHDNRDND, Fig 19 IZv—h—(EEZ T, FVYMIR, RBEEHIRO~ —— DL
BERT, IO sWE EfESnD 2T v —BPRBBEL~, L0 FT~BEL T
WD DD 5,

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 18 RmPIR (F: oIHIBR, R EERR)
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(a) FRONT (b) LEFT

(C)TOP

Fig 19 <=—W—{LECT 7—% (F:#HR. R BRI

Table. 1 128~ —H — O =R TJEFE & 774,
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GIELHZEIN

106

BERREE 1 O~ — b — R (BAL [mm])

Table 1
Mo, X ¥ z

1 2849 68E8T 1250

2l Gm.A0[  AR.43 1280

3 4812 AE.SZ 1250

4 BE.OB[ 6826 1250

bl AR.BH[  AT.AOl 1240

A 27.Te[  BH.AR 12.A0

T aT.TE BRI 12.50

B 47.24[ BESEY 1250

9 AT.13[  BE.OE 1250
10f #7587 &B7T.3H 1250
1 2717 49800 1250
120 av.ze[ 4929 1250
13 46.7T3 4885 1250
14 BA.S1[ 4834 1250
15[ A7.24[ 47.78 1280
16  26.860 39,700 1250
17 SA.E4{ 3948 1240
18 4644 3E.BT] 1250
19  56.47 3823 1250
200 6A.B0[ 3T.TH 1240
21 26.00[ 29,66 12.00
22 35800 20,15 1240
23 46.07[ 2856 1250
24|  BRAG[  PR.ET| 1200
26l AA.ZE[ 2T.B3 1200
260 2T.8E[  ARAR| 2200
27 AT aR43 2200
28 48.34[  AE.ER| 2200
200 RE4B[  AE.IS 2200
30 BE.2E[ AT.IE| 220
31 27.8%  BO.AY 2200
d2  3T.AT[ BRI 2200
33 4T.24[  BEEL 2200
34 BT.A4[  BE.OE 2200
J6  AT.38[ BT.ROl 2200
J6 2747 4866 2200
3T 3T.43[ 4815 2200
38 4673 4883 2200
39 AT.20[  48.05 2200
400 6A.ED[  4T.46] 2200
41| 26.95[ 3926 2200
42 3677 3886 2200
43 4636 3845 220
44 BA.3E[  3T.84) 2RO
46 AA.ZE[ 3743 2200
46 26.07[ 28,300 2200
47 G604 ZE.A4] 2200
48 4R.TE[ PR.200 2200
490 BA.ZR[ 2Tl 220
A0l BRBE[ 27T 2RO

Mo, X ¥ z
Al ZE.ZT|  6E.SH  41.00
b2 38,38 AE.A3Y 41.80
B3 48.19] AE.41]  41.50
b4 BR.Z3 AT.B0 4200
AR AT.TH|  AT.3E 42.00
Bh  2T.84]  BR.OF  41.00
A7 3T.T8]  BE.EL 41.50
A&  47.h3]  BEAT] 4150
A9 AT.T1]  BT.TY 42.00
GO0 AT.46]  BT.A4 4200
61 27.03] 4588  41.00
A2 3T.28| 48,15 41.80
A3 4T.02 4883  41.80
A4 AT.13] 48,19 4200
6o AT.16]  48.27]  42.00
AA 2A.44] 3994 41.00
A7 3A.62  35.11]  41.50
A8 4A.34] 38800 41.50
a4 BA.AZ  3T.T9  41.80
T AA.ADl 3T.TH 4200
T 2683 2044 41.00
T 36.18 2893 41.50
TH 4585 28.200 41.50
T4 BA.O3|  2T.TR 41.50
TH AR.AH 2T.3M 41.80
Ta  27.98]  AR.14]  51.00
7 3801 688 5100
Te  4T.68]  AE.48  51.00
T4 AT.EA|  AR.O4  B1AOD
B0 AT.R0|  AT.AE  B2.A0
Bl 27.h4] BR40 51.00
B2 3T.43]  BE.T4 B1.00
B3  47.17|  BE.AT  B1.00
B4 AT.3B|  BT.BE  B1.A0
8o AT.09  BT.EA 5200
BA 27.03] 48800  B1.A0
BT GA.E4] 4885 B1.00
B8 4A.80] 4841 51.00
Y BA.E4] 48,19 B1.A0
o0 AR.A0l 4T.6R 5200
91  2A.51] 3984 5150
o2 36.33] 3948 5100
93  4A.28] 3883 A1.00
94  HA.GZ 3883 B1.A0
95 AA.0G] 38,160 5200
B 26.07| 2854 5100
o7 3585 28.7H B1.00
05  4h.8E|  PR.4X  B1.00
99 BR.EE| 2798 51.00
1000 6548 27.98 5200




IR

Flo. ¥ i z

1 2146  T4.493 8.50

2 3487 TH.EE 8.00

il 4834 125 8.00

4 (306 T4.56 .50

A TT.20]  T1.26 10.00

gl 2007 211 8.50

Tl 32095 62,18 8.00

Bl 47.31 §1.82 8.50

9l B2.55 6050 8.480
10]  Th.A46[ BE.AT 10.00
11 19,18  B0.1T 8.50
12|  32.45] 49,61 8.00
13|  4A.66) 4885 8.00
14| /195  47.97 8.00
15]  7H.A1 47.02 10.00
16 18080  37.72 8.50
17 3183 3647 8.00
18]  4A.28)  35.60 8.50
19 /138 5486 8.00
200 T4.4H) 3478 10.00
21 1882 2544 8.50
22 3147 Z3dd 8.00
23 46000 21.7B 8.50
24| BB40) 2185 8.50
2Rl TROE| 22AR 10.00
26 1912 7624 16.00
27| 3245 TT.5d 14.00
2Bl 4824 TT.ER 12.00
200 6b.25|  T4.8B 13.50
anf o TR TG4 16.50
31 1704 /277 16.00
32| 3083 6360 14.00
33| 4T.538 6343 12.50
34| 65.04)  B1.23 13.50
Bl TT.2T|  BE.ES 16.50
6] 1756  AO.0Z 16.00
37| 3047 49.15 14.00
J8| 4665 48.12 13.00
39 B4.38) 47,24 14.50
40| TE.A4|  46.51 16.50
41 1756 36499 16.00
42 3047 3538 14.00
43| 46.36) 3406 12.580
44| F2.33) F3.69 14.00
45 Th.2Z| 3308 16.50
46 17.20( 2432 16.00
47| 3025  21.31 14.00
48 4h.4] 19,48 13.00
480 fl.45) 20,00 14.50
GOl 7375 21.46 16.50

Mo, X ¥ z
A1 2402 T1.260 30,00
52 344500 T2.07) 2450
A3 4858 7222 2150
hdl  RETOL  TOUEEl  25.00
ARl T2OT B8.8Rl 31.00
AAl 23560 60420 30,00
AT 3368 6064 2480
A8l 47680 80600 21.00
A9 Al.osl BELEl 25,00
AOp T1660  B8.500  31.00
A1 2248 B0.240 30,00
A2l 32.850  49.3T] 2480
A3l 46.730 4885 2180
A4 A1.300 4783 25.00
Gol  T1.180 47800 31.00
Al 21.750 39.04) 30,00
ATl 5201 A7.800 2500
AEl  4b.BHl 36.8Rl 2150
A9 AOGT  3RE2 2RO
0L To.H  3A.180 31.00
71 2108 2769 3050
T2 31.350 2563 25.00
T3 4b.12) 2368 22.00
T4 BRTT 23T 2A.00
TRl BR.TSL 24835 310
Al Z7.TE| TO.6L 3600
7] 35.538]  T1.8Rl  32.00
TEl4T.E8 72000 2650
9 6072 TOM46]  32.00
B0l AT46  B8.82 3980
81 27.031 60350 3850
B2 3442 6021 3200
83 46850 60,15 26.00
B4 6021 o806 3200
Bhl  AT.OY BEAH 39.00
BA|  2A.3T) BO.OZ]  38.A0
BTl 3342 49.16 3280
B8l 46536 48.489)  26.80
BY BOUTTL 4812 3250
o0l 66430 4788 39.00
91 25,71 3933 38.00
2 3288 38483 3280
93 46681 37.131 2650
G4 BBO3 3T.13 3280
o5 6b.Bd4 37,350 3950
G5 2HP00 28480 39.00
97 32450 26.3T)  33.00
GE| 44070 2483 27.00
oo BB 2b.Rl 3250
100] 6504 2668 3850
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4— 2. KRR 2 OFHIRER

Fig. 20, Fig. 21 |\ ZHMEMIKOREIAROER & 7T, EHRHEITR, ROVERIR O KRR
g, 4— 1 ELFEILL, BB 6D 2 &Ik o TR S FmITxt L CHE 22 W CIEJE I
IR TWDDNR0MNDL, 1277 AR INTWDETD, 4 — 1 LV EEDBRRENWI ERDND,
i S 7 11O IR THEFMEMIR D BRRFEN E D > T\ D 7D, BBy & TEEy TER ED 7
S TNDDNRDND, Fig 22 ITv—H—(iEEZ 7T, FOYEIR, RBEEBIRO~—I— DL
BEERT, KPR EBEMEns 2T, ~——0nFRPGEE~ X0 FT~BEiL T
WD D5,

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 20 #IHRRORETRIR

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 21 ZEEEROREEIR



(a) FRONT (b) LEFT

(C)TOP

Fig 22 <=—W—{LECT 7—% (F:HHR. R BRI

Table. 2 128~ —H — O =R TTJERE & 773,
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Table 2 ZBIREE 2 D~ — U —FEEZE (BEAF [mm])

FIIEUPIATN
Io. ¥ b z

I 2803  faeel 1o e 5 2
I 3 egs L2 81| oe@n]  fo4s]  4L00
2 O 62| 3004 6548 4150
DY MR T £3] 4578 6548 4150
o5 .0 1250 F4|  Eo.d 6510 4.0
S| @5 @5 1250 B5|  fRdl] A0 4000
2 w120 B ombA| 6657 4100
] T T 57 3867 6660 410
I B 4BAl]  Bo.66 4160
0] 6aem 5500 1240 s e
Y a0]  6mal] 6515 42.00
o 1 i 2813 4636  4L.00
2w 6zl 1200 2| 8 4509 4150
14 Ba.1n  45.63 12460 e
) O f4] a0 4548 4200
I5 6655 4526 1200 A fo.3 4585 42.0
E T G| 2776 3640 4100
B 1 IR I IS
16]  Ba.16 .46 1040 B e
e fo]  BE0l 3501 4160
2 essll 2] 1o I I
ol aree oen 1200 o el o
53 ar.00 G556 120 e
2al T4l o540 1o . m om
o5l 6m.d o0l 120 et il e
o6 o840 6.8 21EN e e i
2T 853 B8 2150 el
R T o I A S
TS e e e
T 78] 6E.45  65.06]  ELAO
3] OeEA B2 220 e s o
I I A T T
39 455 E5.0Al 2200 T
T T
I 7] o2 G615 BLAD
W OB6A 4600 2200 o
31 ae60 4607 2200 T
] ] 7] a7.04] 4556 ELO0
) 7| 4700 454 E0.50
a0l end 4504 2o o s o
4] o84l H.86 2o e s oo
e B I Bt
N I I
4] 5T .09 2000 e i D
I 7 g4 E171]  S5.04]  5LOD
W oT.6d 5 len et
T 96| 2761  26.00]  BLO0
48] 47564 o500 2150 W e e
40 Genl 2483 21E( N
o ool pesd Lol T I R G
00| 67.16  25.42 G150
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IR

Io. ® ks z

1 23.7T3 T1.78 10.50

2 36.55 T2.20 10.00

3 48,34 T2.58 10.00

4 60,86 T2.07 10.00

5 TH.24 T0.1T 10.00

B 22,78 58,74 10.50

7 36.74 hE.81 10.50

g 47,75 BE.6T 10.50

] 60.50 5,08 10.00
10 6000 57.13 10.00
11 2227 44,66 10.50
12 35.60 47,29 10.50
13 47 .53 47,14 11.00
14 60.5T 45,70 10.50
15 T4.63 45,19 10.00
16 22.27 34.06 10.50
17 35.30 33.47 10.50
18 47 46 33.11 10.50
149 60,42 32.59 10.00
20 T3.80 J2.45 10.50
21 22,034 21.68 10.00
22 J4.86 20,73 10.00
23 47,39 19,70 10.50
24 549,11 19.56 10.00
25 T2.58 20.07 10.50
26 22.05 T2.44 15.50
27 3530 T3.61 15.50
28 48,95 T3.90 15.50
29 62.11 T2.66 15.00
30 Th.15 T0.75 15.50
a1 21.09 58,40 15.50
32 J4.57 5,54 15.50
33 47 .83 A0.13 16.00
34 62.04 55.96 15.50
35 TH.3T 57.64 15.50
36 20.8T 47,36 16.00
3T J4.64 47,00 16.00
38 47.53 45,48 16.50
39 A1.89 45.19 1A.00
40 T6.07T 44,75 15.50
41 2117 33.11 16.00
42 J4.64 J2.45 16.00
43 47 46 31.86 16.00
44 60.5T 3187 15.50
45 T4.19 1.64 15.50
46 21.61 19,78 15.50
47 34.57T 18.46 16.00
48 47.02 17.80 16.00
44 60,35 17.72 16.00
50 T2.80 18.24 15.50

o, X ¥ z
51 26.22 A, 12 29,00
52 aT.65 G0 2850
53 48.78 ff.17 2850
h4 A0.28 A7.82 28.50
55 T1.12 G768 29,00
3] 20,85 5691 29,00
a7 aT.35 56,98 2850
5E 48,41 57.13 28,50
54 50,00 56,40 26,50
Al T1.12 BA.52 29,00
61 25,34 46.51 29,00
G 6891 46,00 2850
63 48,05 46,07 2850
G4 59,77 45 565 29,00
[a]a] T1.19 45,02 29,00
[a]a] 24,00 35.16 20,00
a7 6,47 a4.50 26,50
A 47.61 34,28 29,00
ae] 59,47 33.54 29,00
T T0.83 J3.84 29,00
Tl 24,61 23.29 2850
T 36.18 2292 20,00
T3 47,31 22.27 20,00
T4 549,11 2205 29,00
Th T0.61 2205 29,00
Th 26.95 A7.46 AT.00)
TT AT.ET A7.53 6,50
T8 48,54 AT7.31 36,00
TH 59,53 G709 36,50
80 [9,95 AT.16 AT.00
1 26.581 5654 37.00
B AT.50 56,40 6,50
83 48.17 5A.62 36.00
Ed 59,11 h6.18 36,50
55 BY.65 56.40 AT.00)
E6 26.55 46,35 AT.00
a7 ar.21 45,70 36,50
[e1s; 47,97 45,565 36,50
e 5E.81 45,63 36,50
40 A9.36 45,34 A7.00
41 26.22 3560 T.00
oz 368,77 35,45 36,50
43 47.68 34,79 36,50
04 560 3608 36,50
ol [9.21 4,04 AT.00)
ol 26,85 24.39 37.00
a7 36.62 23.80 36,50
L 47.46 23.73 36,50
2] 5,45 23581 36,50
100 G595 23.80 AT.00
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4 — 3. ERIRRE 3 DFHRIFER

Fig. 23 IZHiMMEMEDO KRB OB 2~ 3 . HERPEIER, RPERRROR® R E =T
MEEEO ) DfEn TS | DOFIZHERTX =Y HRICRESERB L TWL2OR LMD, Fig. 24 (T
~ = —NEEZRT. FEAOEIIGK, ROREBIERO~——DEZ RS, Kb s Tnb 2 BEH
DEO~—J— ( HEEO | F8l) NIFNDEITEXTX — Y HAINIER > TNDHDRDMN5.

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 23 REBR (F: R, R ERHR)

(a) FRONT (b) LEFT

(C) TOP

Fig 24 ~—A—([{B CT T —4% (F:0HWIKR, KR EEBIR)

Table. 3 124~ —H— D =R ITJEIE L 7RT.
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GIELHZEIN

ERIREE 3 D~ — U —JEAZ  (BAL [mm])

Table 3
Io ® ¥ z

1] BO0D.47 938.17 10.50

2] 51043 936.76 10.50

3| B2068| 936.76 10.50

4] 53064 93734 10.50

Al B40.31] 93754 10.50

6] BO00.Te|l 926.21 10.50

T 51072 926560 10.50

Bl BROSE| 92680 10.50

O] B304 92758 10.50
10] 54061 927.38 10.50
11 B01.35] 5916.25 10.50
12] B11.02] 51554 10.50
13 B21.27] 91554 10.50
14f H31.23] 817.13 10.50
16] B40.90] 91742 10.50
16] B01.35] G05.249 10.50
17 511.60] B05.88 10.50
18] B21.27] 905.88 10.50
197 B31.62] L07.17 10.50
200 B41.10] 90746 10.50
21| B01.64] B96.33 10.50
220 Bll.e0l 898.33 10.50
231 b2i.bE 89681 10.50
24 B3l.Ee] 89721 10.50
2hi  B4l.48] 89750 10.50
26| BOO.4YT) 93588 20.50
2T BI04 938460 20.50
28] BROGH] 936.Tél  20.50
24 B30.35 937.08) 20.50
S0 B40.31) 93734 20050
31| bO0.TE| 926.21 20.60
J2| bl0.T2] 92ab0l  20.50
33 B20.BE| 926800 20.50
34| BA0LA4] 92708 20.50
38 bd40.61) 92758 20050
36| BOL.OE] 916280  20.50
37| bll.02] 9l6h4  20.50
Jul b2lbel 9164 20.50
J9 bal.za] 917.13 20050
40 540,800 917420 20.50
41| BOL.64] 908.000  20.50
47 Bii.e0) 908290  20.50
43 B21.BE| 90658 20.50
44) B3lb2] 90688  20.50
45 B41.48] 907.750  20.50
4/ BOL1.95] ®98.04) 20050
47| bBi1.80 895330 20.50
45 B2z 15 RS2 20.00
40l B31.EY]  EB6.51 20.00
AOf  B41.7E] 89721 20.00

Io X ¥ z
Bl 49988 O34T 40.00
52| BI04 593524 40.50
B3] 51980 936.17 40.50
A4l B3I0.06  0356.46 41.00
ARl BIW4E  056.T6 41.00
b6l B0047  024.45 40,50
57| BI04F 926.33 40.50
hE|  BEOLION 92621 40,50
B4l B3I0GE 92621 41.00
a0l 54008 827.09 41,00
a1l  B00.TE 91637 40,50
g2  BI0TH 01666 41.00
a3 B20.5H 01654 41.00
fd4| BI0A4 D16.84 41.00
Ahl  B40.A10 91T.T1 41.00
a6  B01.08 S06.41 40.50
a7  BI11.31 0670 41.00
a8l B20.98  D06.29 41.00
Ayl B3l.2E Q0624 41.00
0] B40.000  DO07.17 41.00
T1| &01.64 B94.86 41.00
T2 Bll.60 89545 41.00
T3 BE1.2T BOR.T4 41.00
T4 B3LBA  BOE.I3 41.00
78] B4l.d48 89691 41.00
Tl 49958  935.00 50.00
7T B09.54 593654 A0.00
78] Bl19bll  G36.1T 50,00
749 52947 036.T6 50,50
B0l BIW4E 05754 51.00
g1  BO0.1E  S02b.04 A0.60
g2l BI04 02B.33 50,00
B3] 51980 92621 50.00
B4 BI0OA  92A.A0 50,50
Bhl  BIWTI  D2T.SE 51.00
6] 800,76 515.66 A0.50
87 Bl043  916.66 50,50
B8l B20.3H  01b.9R A0.50
29 B30ed  Dl6.Ed A0.50
a0 B40.08 91742 51.00
91 &01.08 906.70 51.00
921 BI0TA D062 a0.50
3] B20.GE D062 5050
04 53094  007.17 50.50
95  B40.61]  907.7h 51.00
96 BO1.A4  BOh.45 51.00
97| Bll.e0  BO5.45 51.00
98| 52156 896.04 50,50
gal  B31.BHA  BDE.GE 51.00
no0f 54000 89750 51.00
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U IZIN

114

s x ¥ z
1] 1230.76] 8E5.AY 10.50
20 124102 BhHE.4A 11.00
3] 128098 85T.05 11.00
4] 1260.94] 85734 10.50
Bl 1270900 8ET.53 10.50
6] 1231.068] &45.63 10.50
T 1241020 846.21 10.50
8l 1281.2T] &46.50 10.50
ol 126123 &47.09 10.50

10f 1271.18) B&47.68 10.50

11] 1231.35] 83596 10.50

12] 1241.80] B836.25 10.50

13] 1261.66] &36.54 10.50

14] 1261.82] 8371.13 10.50

18] 1271.78] &37.71 10.60

18] 123103 825.70 10.50

17) 1242.18]  &26.00 10.50

18] 1252.15] B&26.58 10.50

19) 1262.11] 827.17 10.50

200 127207 82T.TR 10.50

21 1232.23] 815,74 10.00

220 1242.77)  816.33 10.50

230 128273 Ble.s2 10.50

24 1262400 817.21 10.50

2B 127266 B1T.T9 10.50

26| 1230.76] 8BB.ES] 20,50

270 1240.72] ®BB.EE]  20.50

28] 1250.98] sbe.4e]  20.50

200 126094  8B6.TE|  20.60

a0 1270000 sbT.54] 20060

31| 1231.08] s4b63] 20.50

32 1241531 84621 20.50

33 1251.27) 846800 20,50

34 1261.23] 84T7.080 20,50

Jaf 127119 84788  20.50

J6] 1231.38] 83b66] 2060

37T 1241.60) 836.25] 20.60

Ju| 12h1.86] 836.84]  20.60

39 1261820 ®3T.15] 2050

40§ 1271.78] 837.T1 20.50

41} 1231.93 8267700 20.50

42 124160/ 826.000 20,50

431 1251.86] 82688 2050

44f 1261820  827.17) 20,60

45 1271.78] 827.7h]  20.50

46 1231.93] 81b.7T4] 20,00

47 1242 48] 81633  20.50

45 125244 81662 2050

40 126211 817.21 20,50

O 127238 81T.TAl 20,50

Io. X ¥ z
A1 1230.76] &be.46] 30050
B2 1240.T2) 8BA.THl  39.50
53| 1260380 85T.05 39.50
b4l 1260.54] 8BT.34] 30.50
ARl 1270.61] BBT.A4] 3050
el 1231.36) 84660 30.50
BT 1241.020 84660 39.50
hel 1280680 Bd46.800 30050
Ol 1260.04]  B4T.08] 3050
A0 1270900 84T7.538 4000
Al 1231.54] B36.25] 39.50
a2l 1241.600 &36.54] 3050
63 1261.27] E36.84] 3050
a4 1261.820 83T7.13] 30.50
ghl 1271.190 &3T.42] 4000
aal 1232230 826.20] 3050
AT 1241.88) B26.28] 38.50
68| 1251.56] 82608 40,00
a4l 1262110 82T.17 4000
700 1271780 82T7.48] 40.00
Tl 1232820 816.33 40.00
T2 1242190 816.33] 40.00
T3l 1282730 81662l 4000
T4 1262.700 81691 40,00
78| 127236, 817600 4050
78] 1230.76] 86688 49.50
TT 1240430 8B&.17] 4900
T8 1260.68] 8B6.Te] 40.00
790 1260.06) 865T.05 4950
80 127061 8bT.3d4] 40050
81 1231.38) &846.21 40,00
B2 1241.31] 846600 4900
83 128098 846800 4900
a4 1260.94) 84T.08 40950
ghl 1271480 84738 4050
g6l 1231.64] 83605 4000
87 1241.600 836.25 49.00
g8l 1251.27] 836.hd4] 40,00
B9 12681.230 H3A.E4] 48050
a0 127148 83742 49.50
91 1231.93 826.28] 4900
2l 1241880 82688 4950
b3l 1261.66] 82688 4050
O4) 1261.23 827.17 49.50
O8] 127207 82T7.75 40,50
gl 1232620 81633 4050
97 124248 Bl6.62] 4950
98| 1262.18) 81662 5000
oal 1262.11] 81T.21 A0.00
ioof 127286 S17T.800  BO.OO




4—4. ERIRRE 4 OFHRIFER

Fig. 25 \ZKHMEMRDO R EIAR OB 2 =3 . HERPEIER, RPERRROR® R E =T
4—3 L3Ry, THEEO| ORBICHRENRTVD THES ] OBIXX - YHICIEHEVER LT
W, ZRIUC ko T THEO ] oS X —Y FHOEERIMEH S THD0Rb0 5. Fig. 26
Zv— A —fiEZ R, FROEIEIR, RRERBERO~— I —OfEE2 RS, ~— I —DALEN G
H4— BITHRTEREIT NSV EDRDND.

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 25 RmBR (F OIHBR, R EERR

(a) FRONT (b) LEFT

(C) TOP

Fig 26 ~—AW—(L{B CT T —4% (F: 8K, R EHBIR)

Table. 4 |28~ —J — @ =R ICIEIE % 779,
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Table 4 ZEIREE4A D~ —H —JEIE (BN [mm])

BILUNZIN
I, X ¥ Z I, ¥ ¥ z

1] 486.07] 940,27 B.A0 A1) 496.07] 83764 2650

21 BO8.09|  541.15 g.00 b2l BOT.TO| B38.654 2680

3l bz0.10] S42.03 B.A0 63 51922 93964 26.80

4 B32.11] S42.03 B.A0 bdl B31.23]  B30EE ZE0

5l Bdd 1P| B41.74 850 A5l B42.56| B4057 26480

6 496.07| S28.26 850 A5l 4968.37| 82584 2680

Tl BO8.3E| 520.1d B.00 A7 BOS.0S|  BETON 2500

Bl BzZ0.BE| 52043 800 AEl BI19.EO]  BET.ET 26.00

8l B32.70] 530.0 800 Aol bal.sz2] Besd 2600
10} B4R.00] 593004 8.50 G0)  B43.24| 82004 25.00
11| 498.07] S16.54 850 A1| 498.66] 91508  25.00
12| BOBET| Hi16.54 880 g2 BOBGT| Sibss  26.00
13] Bz20.88] 21654 B.A0 g3 B20.10] BiAAd 2500
14 B33.6T| B17.13 B.A0 G4 B3z.40] B16.84  26.00
18] BdbBD] BIT.T] B.A0 68 B4d.12] 51801  25.00
18] 496.66] S04.53 800 A8 497.26] 90338  26.00
17| B04.26] 504.53 5.00 A7 bOY.2R| 80336  26.00
18] B21.27| 50484 800 68 B2068| G044 2600
18] B33.56T| H06.1Z B.00 g8 B3Z.TO|l God.ed  2E.00
200 hd4bEE|  BOR.TO 500 TO| Bd4d.d41] BOB4N  25.00
21 497.54] B92.23 g.00 Tl 497.83] 881.06 26.00
22 bO9bB|  EO1.93 800 Te| bOoE4] Bol.ad  26.00
23] b21ha| E91.23 800 T3 521.2T| 8Rl.aed 2500
24| BIIET|  88PE] 800 T4 B33.PE| BREAH A0
25 h4hhB|  BH3.5H 850 TEl B4B.00|  BR3.400 2500
26 492.8h] BdZAd 1400 TEl  497.25] GB36.TRl 3400
27 BO6.33] Bdd4.05 1400 T BOS.5E|] 583764 3400
28] b19.B0] B4R.15 1400 Te| B19.22] 83824 33480
200 B32.70| B46.15 1400 7ol B30.sR| 83881 3380
30 BdR.4R| B4R2H 1400 B0 B41.18] 838538 3400
31 459187 sRady 1400 81] 497.83] 82b ¥ 3400
2| Boa.04] 83051 1400 B2l BOEAT| B2A.21] 33480
330 B20.38] 53145 1400 83 B19bk1] B2T.38 3300
34 B33ET] B31.TH 1400 B4l Ba0G4]  BET.SE 3380
35 bdEbhZ| 5314y 1400 BEl  b41.T8] BeBSE 33480
6] 491.68] 51625 1400 BE|  498.4%] 91608 3400
37 B06.33| S1684 13480 BT BO09.26| 91637 3380
381 BzZ0GE| BiT.1E 14000 B8l BZ0.10] Si6&E 3380
360 B3h.O4] BIT.dd 1400 g0l Bal.23] BleEd 3300
400 B40.8E| 818,530, 1400 ool B42.07] 81715 3380
411 492.66] B02.TT 1380 1) 49000 oS04.24 3400
421 BOT.21] Lozdy 1400 ool bOo.E4] Do4BA 33480
43 BZ1.hA| BOZ.TY 13460 93] bZ0AE| B04.84 3500
44|  535.04| 803535 1380 Gdf  B31.E2| B06.000  33.00
450 BdBBE| SOd.Ed 1400 U5 B4ZAR| BOAGE 3380
45 494.61] 8BRS0 1350 el 400R0]  BRZEY 3400
47 b08.38] EEE.15 13450 a7l b10.43] BB2.BY 3380
48] B22.16| BET.ES 13580 O8] B21.AA| BRSEH  35.00
481 R3R.04] EEE4E 1550 ol B3IZTOl  BR4PE 5500
A0l bd9.i0] &s0dW 13480 1o0f  B43.24] BWhls 3380
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U IZIN

Io. ® ¥ z o, e ¥ z

1] 12268.37 8R9.10 T.50 A1 122461 #A1.1H]  27.00

2 123887 86027 T.50 B2 1237.21) 86232 27.00

3 128010 86145 8.00 B3| 124861 862011 26.50

4 126240 B62.03 T.50 B4 126240/ 863500 26.50

Al 127412  Be2.52 .00} bRl 127441 863600  27.00

6l 1226.07 846.80 &.00] bE[ 122490 &48.26] 26.50

T 123867 84707 8.0 BT 123779 849.14]  26.50

Bl 125098  B48.55 5.580 HE[ 1250.100  8B0.02]  26.50

O 1262.700 848,43 8.50 Ol 126299 85031 26.50
0] 1275000 88002 T.50 60 1275.88] #5061 27.00
1] 1226.66 835.37 &.00] 6l 1225.201 83537  26.50
12] 123984 83006 .00 g2 1238.38] ®36.286]  26.00
13] 125156 836554 8.00 g3 126068 ®36.84]  26.00
14| 12A3.28 837.13 8.50 A4 1264.75 837.13] 26.50
16 1276.17  838.01 8.00 Rl 1277.34]  B3IT.TI]  27.00
18] 1227584 823358 T.50 g8 1226.07) 82277 27.00
17| 124043 825685 8.50 67 1251.86] 82277  26.50
18] 1252.15 82453 8.00 gE| 1238.96) 822,77  26.50
19 1263.8T 825.12 .80 g9 1265.33) 82398  27.00
200 1276.46  826.00 T.50 TO[ 127793 825,120 27.00)
21 1228.7T10 81154 T.00 Ti| 1253.03) 809.58)  27.50
22 1241310 B11.583 T.50 T2 123584  BO9.55]  27.00
23] 128273 Bl2.23 &.00 T3[ 1227.26] 80988 27.50
24 1264.16 81311 T.50] T4 126592 810.Ta]  27.50
28] 1276.46 81508 T.50] Thl 127882 81262  28.00
26 122549 BBE.EL 14.00 e[ 1225.78] 8BE.E1]  33.00
27 123779 shoosl 1450 T 123779 85988 3300
28] 1250.100  8Al1.1h] 1450 Ta| 124551  BAODBA| 3250
20 126240 861.74] 1400 9 1260.94) &61.46] 33.00
300 1274.T10 86203 14.00] B0 127304 861.T4] 33.00
31 122600  247.38] 1450 Bl 1226.37| 847.08)  33.00
2 123808 848.26] 1450 B2 1238.67] 847.88] 32560
33 125068 840.14] 15.00 B3 1260.10] 84826 32,00
a4 126328 84073 1450 B4 1262400 849.14] 3250
a5 127559 BhO.A1 14.50 BR[ 1275.000  B49.T3] 3250
6] 1226.0 830080 1450 BE[ 1226.68] 83508 3250
a7 1238.6 830.66) 16500 BT 123955 83566 3250
a8 1251.8 838.25] 1BED g8 1260.68] 836.26] 3200
9 126387 83713 16.00 Ol 126200  836.84] 3250
40 1276.46  838.01 14.50 oo 1278.17)  837T.T1)  33.00
41| 122704 82248 1450 81 122754 82385 3250
42 123926 82507 1500 B2 1235.84] 82386 32560
43| 1251.85 823.65] 15.00 B3[ 1251.27] 82453 3200
44] 1264.45 82453 15.00 B4 1263.28) 82541 32560
480 1276.76 825,70  14.00 e[ 1277.08]  826.208)  33.00
46 122783 810.Te]  14.00 be[ 122871 811.06]  33.00
47 124045  811.05] 1450 o7 1241.02] ®11.36]  33.00
48| 1252.73 81183 15.00 B3l 126215 811.36] 33.00
49 1264.TH 81262 14.500 el 1264.16)  B12.23]  G33.00
BO] 1276.7H B13.85]  14.00] 1o0] 1277530 &13.8E 33500

5. #bbic

AZFERRTIL, A~ = — & LTRBY v v — 2 FHBICEE LI RO v Lz o
ARG IR A BUE LT, £ OMIRIZHNE B R ZHUN L7256 ONE O ZETIRIE 2, Fifk LR T
It o 2 =D LTS EFEM CT 2% ¥ T2 W THEATE O 3 RoThEFH 21T - 7.
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T mEE
ARWEENL, VL 17 FER AR MBI A TN > IS E DY 7Y
T AN AET U U ZICET D) ITRD ERERBROIR 2~ . WMEBREE, HABRER, BN
RIUTOEBY THD.
(1) FRBREHE X HREFHZERE 2 O TR (R O NER ST 3 5R
(2) RBRAR AZFERERTIEL, MERILR TN & =050 A L TWDEZEM CT A% v 7,
ZAWT, SN B AR5 2 DR RN O LR O Z5HIT 5 2 L 2 AN E T2,
(3) HEBAE WNHIC~—T—L LTE&BOREMED LY vy — 2 %MRICEE LY
L& SRARRIEIR e BB D, 2 OWIRITHNE D O JET) 22 23T TR RE T FnaR (LR T2EEIN
B =AU TCWDEEM CT A% ¥ T2 W THHIEEO 3 RefE 2R 279,
(4) HEBEYFE FMEKLETESNE 2 — A7 280 RIEENEE EARE—

R ES

1. RABREE

AFRBRIZHBN T, RO NEER 2 5HI3 2 E ¥ CT A% v 1% Fig. 1 ITRF. A CT
AX X T OYE, ATA ALY T /O ¢ 150mm & LEFEY A X% 512X512[Pixel] & LizH;
A, X, Y O ZEREREIX 150+512=0.29[mm] & 72 5. Z HENCBI LTI, AT A AJED /N
T 1] D72 G MFEEDS 1mm] TH D23, AT A A8 FDi/INAN 0. 5[mm] T % 72 O FHERL Tl
(RABAYIZ 0. 5 [mm] DA FRE TR TE 5.
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EEXHACTAXx T
TOSCANER-24200AV
AFxyr hIA—2n—T—i 9 05
XHRHIT 400k, ZHEEE) #%100mm, 77/LX 300mm
AT 150m, ¢ 300mm, ¢600mm  FIZE
AZAAE 1 Omm, 2.0mm, 4.0mm AJZE
FHEREEE 512X512 or 1024X1024 or 2048X2048
e V2ol nomal (fast) or fine(slow)
ful (360) or half (180)
IFAFTE YF  min. 0.5mm

Fig 1 PESEM CT X% % J-fLk%

2. FEEMES RO VER
AREBRIZEB T, BEEMEMIRICIIVEERE X TAILT V) ZHWS. ALZF VIR T L RN
VA—NT VLo RERIRE L. A YT 32— FOW LA Z T ST LD TE MR THS.

(Fig. 2 &:14)

Fig 2 AL VR
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DENERONEIKO~—H—L LT, Ml OAES Gk 2.8 [mm] KX 0.3[mm]) % M7z,
WIRNERICHIES D~ — 1 — %% E T 5 kL LT, Fig 3IORT LI ICHESEZ TR T4 %
BLCEEL, AT LVERICHE LEE > T bR %3 &k & W) Hikxk & oo, ABrcid2
FDOTGIR ORI 2 BUET 5. — DI HIEIBIR, & 5 — R EEHBRTH 5. SIHEBIRD
REBRIE (R 2 SR L 72T Fig. 4 (2R3, EFEMTRAR ORI R 2 BT 2 7o D I 72
Fig. 5 (ZRd . LA EDMZ vV CTRYE L7REREME (K 4 Fig. 6, Fig. 712”7 . Fig 3 IZM TR,
Fig. 4 1ZHEHIR OB HIEMR TH 5.

Fig 3 ~—h—#HiARFEE

Fig 4 S HFERIRAR Fig 5 PFEMRRAR
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Fig 6 Mtk (LIHR) Fig 7 ARistEmik (EAEMER)

AWFZE THERR U 72 ¥EBE IR O TR IS T IR IR O 56, 60X60X60[mm] THDH. ~—H—& LT
BoiE U772 A4, 1 lem] BIREIC 5 X5 X5 {AELE L7-. A5k OEE, k% 130X 110X 70 [mm],
INEBIZBL & U 7= U4 E 1 Lem] FEIRRLC 286 AL E L 7-.

3. ER&H

SEFEIZAR, S PR O R IR DS IC oW TiE, LA FISRT.

3—1. XHEBROERSRM

SEHIRIE, 77 VR E E D LAIT A Z EIC Lo TERIE D, LM R SIX Fig. 81
AT RO 2 BEERET D, 1 EBIIFRTRT LI, &S 45l EFTERIED. 5F 2 B
FTORT LI, @3S 3B ETEESED. EROLEFDEFEA Fig. 9, Fig. 101277, Fig. 91
& 45[mm] DL, Fig. 10 138 & 35[mm] OB &R

{ -

I ... °

------’-['--'.-."------- -.‘-‘----
L

R R S -y
-EEme-eamesegpeeaeEeEee
-

F

7

LA |
]
]
Y

P el

Fig 8 E&ME (LHAER)
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Fig 9 &% (&S 45[mm]) Fig 10 Z&%® (& 35[mm])

3—2. ¥EABROERRM

PHEMAERIT, 77 VAR ERFHFMOLGERNS ENSI LT Z LIk TEREES.
FEARDD O UANT BT Fig 1R T X D IC 2 BERERRET 5. 5 1 BPSI3R TR & 912, 1 100 [mm]
FCERIES. F2BEMEITH T/RT LI, IE80 (] £ TER S L. KEOEKOFHE Fig. 12,
Fig. 1312773, Fig. 12 (3§ 100 [mm] D, Fig. 13 130& 80 [mm] DL & 7=,

130[mm]
100[mm)]
80[mm]

Fig 11 ZB&EM4 (FHEHER)
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Fig 12 %5 (& 100[mm]) Fig 13 % (g 80[mm])

RBHRERKOCTAX v FOEESFAEILx, v A 0.290m], z 51 0.5[mm] TH 5.

4. ERFHARER

4 —1. MHEBIROER R

Fig. 14 (ZHSHMEMIROREICROE 2~ BROEIIR, RS BfZ & S 45[mm] £ Tl
AN S B2, FEAES 35(m] £ TER S ELLEORBBRE T, Enbszbhn
5 I Ko TE S TN L CERE W TIEAPFIZILS > TWDDORDNS. Fig 16 ([Zv—0
—LEZRT. AR, Ak B A& S 450mm]  CTREIAICER SE2R, HEAE S
35[(mm] £ TR IHIGADO~— I —DONEZRT. Mook Efzifsns 2 & T, v—
A—PHRRNSFEL~, IO F~BEHLTWLOB8505.

(a) FRONT SHAPE (b) LEFT SHAPE

Fig 14 FREBIR (B:HHRR, K:HS 45l EF, F: &S 35(m] EH)
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(a) FRONT (b) LEFT

(C) TOP

Fig 15 ~—#—{(LECT7—% (B:H#HBK, K:JS 56mn]ER, F: &S 35(m]ZEH)

<= — DL EXEX5=125{lH D72, Fig. 16 [T RT LI~ —H—|TF 3 —%E[ Y B T5H,

VIBRIZR T No 1%, ~— W —DF 2 _X—=ThbD. Table. 1 I~ —I—D = IRITTIEFEZRT .
ZinEE ~w—H—

= ae e ee| @

X X

ORORORORC),

Zh2EBE~—H—

GRORO,
CRORO,
CRORO),
CRORO,
CORORO),

GRORONORO)
®®®®
ORORONORO,
®®®®
CRORONORO),
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Zh4EE ~——

®®e®E
GROBONORG,

ORORONORO,

125

Zih g ~w—H—

®E ®® 06

®EEE®|F | @®O0®®
Y O ®®G

1 FlE®e®e

: JECXONONORE

@ ®®E

®E ®® @

e ®®E .

@@ EEE )

®E @6 z

G| |

=
>
N

Fig 16 ~—Jh—F L/ —



Table 1 < —X—JE&E (BAL[mm])

GIELHZEIN

No X Y 7 No X| Y] 7 No X| Y| 7 No X| Y| 7
1 26.97 64.67 12.0 33 46.69 54.81 22.0 65 66.70 44.66 315 97 37.41 24.94 415
2 36.83 64.67 12.0 34 56.55 54.81 21.5 66 27.26 34.80 315 98 47.27 24.65 415
3 46.69 64.96 12.0 35 66.41 55.10 21.5 67 37.12 3451 315 99 57.13 24.94 415
4 56.55 64.67 12.0 36 27.26 44.66 22.0 68 46.98 34.80 31.5 100 66.99 25.23 415
5 66.41 64.38 12.0 37 37.12 44.95 22.0 69 57.13 34.80 31.5 101 26.68 64.67 51.5
6 26.97 54.81 12.0 38 46.98 44.95 22.0 70 66.99 35.09 315 102 36.54 64.67 51.5
7 36.83 54.81 12.0 39 56.84 44.95 22.0 71 27.55 24.36 315 103 46.69 64.96 51.5
8 46.69 55.10 12.0 40 66.70 44.95 21.5 72 37.12 24.65 315 104 56.55 64.96 51.5
9 56.55 54.81 12.0 41 27.26 34.80 21.5 73 47.27 24.65 315 105 66.41 64.96 51.5
10 66.70 54.81 12.0 42 37.12 34.80 22.0 74 57.42 24.94 315 106 26.97 54.52 51.5
11 27.26 44.95 12.0 43 46.98 35.09 21.5 75 66.99 24.65 315 107 36.83 54.81 51.5
12 36.83 44.66 12.0 44 57.13 34.80 21.5 76 26.68 64.67 415 108 46.69 54.81 51.5
13 46.69 44.95 12.0 45 66.70 34.80 21.5 71 36.83 64.67 415 109 56.55 54.81 51.5
14 56.55 44.66 12.0 46 27.55 24.65 21.5 78 46.69 64.67 415 110 66.41 55.10 51.5
15 66.70 44.66 12.0 47 37.41 24.94 22.0 79 55.97 64.67 415 111 27.26 44.66 51.5
16 27.55 34.80 12.0 48 47.27 24.94 21.5 80 66.41 64.96 415 112 37.12 44.66 51.5
17 37.12 34.80 12.0 49 57.42 25.23 21.5 81 26.97 54.52 415 113 46.98 44.95 51.5
18 46.98 35.09 12.0 50 66.99 25.23 21.5 82 37.12 54.52 415 114 56.84 44.95 51.5
19 57.13 35.38 12.0 51 26.97 64.38 31.5 83 46.69 54.52 415 115 66.70 44.95 51.5
20 66.99 35.09 12.0 52 36.83 64.67 31.5 84 56.26 54.81 415 116 27.26 34.80 51.5
21 27.84 24.65 12.0 53 46.69 64.67 31.5 85 66.70 54.81 415 117 37.12 34.80 51.5
22 37.70 24.65 12.0 54 56.84 64.67 31.5 86 27.26 44.37 415 118 46.98 34.80 51.5
23 47.27 24.94 12.0 55 66.41 64.38 31.5 87 37.41 44.66 41.5 119 56.84 35.09 51.5
24 57.42 24.94 12.0 56 26.97 54.52 31.5 88 46.98 44.66 41.5 120 66.70 34.80 51.5
25 67.28 24.94 12.0 57 36.83 54.52 31.5 89 56.55 44.95 415 121 27.26 24.65 51.5
26 26.68 64.67 22.0 58 46.69 54.52 31.5 90 66.70 44.66 415 122 37.41 24.65 51.5
27 36.83 64.96 22.0 59 56.84 54.52 31.5 91 27.55 3451 415 123 47.27 24.65 51.5
28 46.69 64.96 22.0 60 66.41 54.52 31.5 92 37.41 34.80 415 124 57.13 24.65 51.5
29 56.55 64.96 22.0 61 27.26 44.66 31.5 93 47.27 3451 415 125 66.99 24.94 51.5
30 66.41 64.96 22.0 62 37.12 44.66 31.5 94 56.84 35.09 41.5

31 26.97 54.52 22.0 63 46.98 44.66 31.5 95 66.99 34.80 41.5

32 36.83 54.81 22.0 64 57.13 44.66 31.5 96 27.55 24.94 415

EIIEIR (@ & 45 [mm] ZE51)

No. [X Y 7 No X| Y] 7 No X| Y| 7 No X| Y| 7
1 24.94 66.70 10.5 33 46.69 56.26 18.5 65 70.18 44.37 255 97 35.96 21.17 33.0
2 35.67 66.70 11.0 34 58.29 56.26 18.5 66 23.78 32.77 255 98 47.27 20.88 33.0
3 46.69 66.99 11.0 35 69.89 56.26 18.0 67 35.38 32.48 255 99 58.29 21.17 33.0
4 57.42 66.99 11.0 36 23.78 44.37 18.0 68 46.98 32.77 255 100 69.89 21.75 33.0
5 68.44 66.41 10.5 37 35.38 44.66 18.5 69 58.87 32.77 255 101 23.78 67.28 40.0
6 24.65 55.68 10.5 38 46.69 44.66 18.5 70 70.18 33.06 255 102 35.38 67.57 40.0
7 35.67 55.68 11.0 39 58.58 44.66 18.5 71 24.07 20.88 255 103 46.40 67.57 40.0
8 46.69 55.97 11.0 40 69.89 44.66 18.0 72 35.38 20.88 25.5 104 57.71 67.57 40.0
9 57.71 55.68 11.0 41 24.07 33.06 18.0 73 47.27 20.88 255 105 69.02 67.57 40.5
10 68.73 55.68 11.0 42 35.67 33.06 18.5 74 59.16 21.17 255 106 24.07 55.68 40.0
11 24.94 44.66 11.0 43 46.98 33.06 18.5 75 70.18 21.17 255 107 35.38 55.97 40.0
12 35.67 44.66 11.0 44 58.58 33.06 18.5 76 23.49 67.57 325 108 46.69 55.97 40.0
13 46.69 44.66 1.0 45 70.18 33.06 18.0 i 35.09 67.86 325 109 58.00 55.97 40.0
14 57.71 44.66 11.0 46 24.36 21.46 18.0 78 46.40 67.86 32.5 110 69.31 55.97 405
15 69.02 44.66 11.0 47 35.96 21.46 18.0 79 57.71 67.86 33.0 111 24.07 44.66 40.0
16 25.23 33.64 10.5 48 47.27 21.46 18.0 80 69.60 67.86 33.0 112 35.67 44.66 40.0
17 35.96 33.64 11.0 49 58.87 21.75 18.0 81 23.49 55.97 325 113 46.98 44.66 40.0
18 46.98 33.93 11.0 50 69.89 22.04 18.0 82 35.09 55.97 325 114 58.00 44.66 40.0
19 58.00 34.22 11.0 51 23.49 67.57 25.0 83 46.69 56.26 325 115 69.60 44.95 405
20 69.02 34.22 10.5 52 35.09 68.15 25.5 84 58.00 56.26 325 116 24.36 33.35 40.0
21 25.81 22.33 10.5 53 46.69 68.15 25.5 85 69.89 55.97 33.0 117 35.96 33.06 40.0
22 36.54 22.33 10.5 54 58.58 68.15 25.5 86 23.78 44.08 325 118 46.98 33.06 40.0
23 47.27 2262 11.0 55 69.89 67.57 25.5 87 35.38 44.37 325 119 58.00 33.35 405
24 58.58 22.62 10.5 56 23.49 55.97 25.5 88 46.98 44.37 33.0 120 69.31 33.35 405
25 69.31 22.91 10.5 57 35.09 55.97 25.5 89 58.00 44.66 325 121 24.65 21.75 405
26 23.49 67.57 18.0 58 46.69 56.26 25.5 90 70.18 44.37 33.0 122 36.25 21.46 40.5
27 35.09 68.15 18.0 59 58.58 55.97 25.5 91 24.07 32.77 325 123 47.27 21.75 405
28 46.69 68.15 18.5 60 69.89 55.97 25.5 92 35.67 32.77 325 124 58.00 21.75 405
29 58.00 68.15 18.5 61 23.49 44.37 25.5 93 47.27 32.48 325 125 69.31 22.33 405
30 69.60 67.86 18.0 62 35.09 44.37 25.5 94 58.29 33.06 325

31 23.49 55.97 18.0 63 46.98 44.37 25.5 95 70.18 33.06 33.0

32 35.38 56.26 18.5 64 58.87 44.37 25.5 96 24.36 21.17 33.0
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B (& S 35[mm] Z57#)

No. X Y Z No X Y] Z No X Y] Z No X Y] Z
1 2291 68.73 10.00 33 46.69 58.29 16.00 65 74.24 44.66 21.50 97 34.22 17.11 26.50
2 34.80 69.02 10.00 34 60.03 58.00 16.00 66 19.72 30.74 21.00 98 4756 16.82 26.50
3 46.69 69.31 10.00 35 73.37 58.00 16.00 67 33.35 30.16 21.50 99 60.32 17.40 26.50
4 58.29 69.02 10.00 36 20.01 4437 15.50 68 46.98 30.45 21.50 100 73.66 18.27 27.00
5 70.47 68.44 10.00 37 33.64 44.66 16.50 69 61.19 30.74 21.50 101 20.88 70.18 32.00
6 22.62 56.55 10.00 38 46.98 44.95 16.50 70 74.53 31.32 21.50 102 33.93 70.47 32.00
7 34.51 56.55 10.00 39 60.32 44.66 16.00 71 20.59 17.11 21.00 103 46.40 70.76 32.00
8 46.69 57.13 10.50 40 73.66 44.95 16.00 72 33.93 16.53 21.00 104 58.87 70.76 32.50
9 58.87 56.84 10.00 41 20.59 31.32 15.50 73 47.27 16.53 21.00 105 71.92 70.47 32.50
10 71.05 56.55 10.00 42 33.93 31.32 16.00 74 61.19 17.11 21.00 106 20.88 57.13 32.00
11 22.62 44.95 10.50 43 47.27 31.32 16.00 75 73.95 17.69 21.00 107 33.93 57.42 32.00
12 34.80 44.66 10.50 44 60.61 31.32 16.00 76 19.72 71.34 26.50 108 46.69 57.71 32.00
13 46.69 44.66 10.50 45 73.66 31.61 16.00 T 33.35 71.92 26.50 109 59.16 57.71 32.00
14 58.87 44.66 10.50 46 21.46 18.27 15.00 78 46.40 71.92 26.50 110 72.21 57.42 32.50
15 71.05 44.66 10.00 47 3451 17.98 15.50 79 59.16 71.92 26.50 111 20.88 4437 32.00
16 23.49 32.77 10.00 48 47.56 17.69 15.50 80 73.08 71.34 27.00 112 33.93 44.66 32.00
17 35.09 32.77 10.00 49 60.61 18.27 15.50 81 19.72 58.00 26.50 113 46.98 44.66 32.00
18 46.98 32.77 10.50 50 73.37 18.85 15.50 82 33.06 58.00 26.50 114 59.45 44.95 32.00
19 59.16 33.35 10.00 51 20.01 71.34 21.00 83 46.69 58.29 26.50 115 72.50 44.95 32.50
20 71.34 33.35 10.00 52 33.06 72.21 21.00 84 59.74 58.29 26.50 116 21.46 31.90 32.00
21 24.07 20.30 10.00 53 46.69 72.50 21.00 85 73.95 57.71 27.00 117 34.51 31.61 32.00
22 35.67 20.01 10.00 54 60.32 72.21 21.00 86 19.72 44.08 26.50 118 46.98 31.61 32.00
23 47.56 20.30 10.00 55 73.37 71.05 21.00 87 33.35 44.37 26.50 119 59.45 31.90 32.00
24 59.45 20.30 10.00 56 19.43 57.71 21.00 88 46.98 4437 26.50 120 72.50 32.19 32.50
25 71.34 20.88 10.00 57 33.06 58.00 21.00 89 60.03 44.66 26.50 121 22.04 18.56 32.50
26 20.30 71.05 15.50 58 46.69 58.29 21.50 90 74.24 4437 26.50 122 34.80 18.27 32.50
27 33.64 71.92 16.00 59 60.90 58.00 21.50 91 20.30 30.74 26.50 123 47.27 18.27 32.50
28 46.40 71.92 16.00 60 73.95 57.71 21.50 92 33.64 30.74 26.50 124 59.45 18.56 32.50
29 59.45 71.92 16.00 61 19.43 44.37 21.00 93 47.27 30.45 26.50 125 71.92 19.43 32.50
30 72.79 71.05 15.50 62 33.06 44.37 21.50 94 60.32 31.03 26.50

31 19.72 57.42 15.50 63 46.98 4437 21.50 95 73.95 3132 27.00

32 33.35 58.00 16.00 64 61.19 44.37 21.50 96 2117 17.69 26.50
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(a) SIDE SHAPE (b) TOP SHAPE

Fig 21 REWW®K (A:##FK, 7R:08 100[mm], F:4E 80[mm])
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No. X Y Z No. X Y] V/ No. X Y] Z No. X Y] V/
1 68.44 10.44 31.0 73 94.83 91.06 30.5 145 95.70 71.05 40.5 217 4553 68.73 50.0
2 78.30 10.44 31.0 74 104.69 91.35 30.5 146 105.27 71.34 40.5 218 55.10 69.02 50.0
3 88.45 11.31 31.0 75 114.55 91.93 30.5 147 115.13 71.92 41.0 219 64.96 69.60 50.0
4 58.00 19.14 30.5 76 34.22 98.02 30.0 148 35.09 78.01 40.0 220 75.40 70.18 50.0
5 68.15 19.72 30.5 11 44.08 98.31 30.0 149 45.24 78.59 40.0 221 85.55 70.76 50.0
6 77.72 20.01 31.0 78 54.23 98.89 30.0 150 55.10 78.88 40.0 222 95.41 71.05 50.5
7 87.87 20.59 31.0 79 63.80 99.47 30.0 151 64.96 79.46 40.0 223 105.27 71.63 50.5
8 98.02 21.17 31.0 80 73.95 100.05 30.0 152 74.82 80.04 40.0 224 115.13 72.21 51.0
9 47.85 28.42 30.5 81 83.81 100.63 30.0 153 84.97 80.62 40.0 225 34.80 78.01 50.0
10 57.42 29.29 30.5 82 93.67 101.21 30.0 154 95.12 81.20 40.5 226 44.95 78.59 50.0
11 67.57 29.29 30.5 83 103.82 101.50 30.5 155 104.69 81.78 40.5 227 54.81 79.17 50.0
12 77.43 29.87 30.5 84 113.68 102.08 31.0 156 114.55 82.36 41.0 228 64.67 79.75 50.0
13 87.58 30.45 31.0 85 43.79 108.17 30.0 157 3451 87.87 40.0 229 75.11 80.04 50.0
14 97.73 31.03 31.0 86 53.65 108.75 29.5 158 44.66 88.45 40.0 230 84.97 80.62 50.0
15 107.59 31.61 315 87 63.51 109.04 30.0 159 54.81 88.74 40.0 231 95.12 81.20 50.5
16 37.41 37.99 30.5 88 73.66 109.62 30.0 160 64.67 89.32 40.0 232 104.69 81.78 50.5
17 47.56 38.57 30.5 89 83.52 110.20 30.0 161 74.53 89.90 40.0 233 114.55 82.36 51.0
18 57.42 39.15 30.5 90 93.67 110.78 30.0 162 84.68 90.48 40.0 234 4437 88.45 50.0
19 67.28 39.44 30.5 91 103.53 111.36 30.5 163 94.54 91.06 40.0 235 54.23 89.03 50.0
20 77.14 40.02 30.5 92 53.07 118.61 30.0 164 104.40 91.64 40.5 236 64.09 89.61 50.0
21 87.29 40.31 30.5 93 62.93 119.19 30.0 165 114.26 91.93 40.5 237 7453 89.90 50.0
22 97.15 40.89 31.0 94 73.08 119.77 30.0 166 33.64 97.73 40.0 238 84.68 90.48 50.0
23 107.30 41.18 31.0 95 82.94 120.35 30.0 167 43.79 98.31 40.0 239 94.25 91.06 50.0
24 117.16 41.76 31.5 96 93.09 120.93 30.5 168 53.65 98.89 40.0 240 104.11 91.64 50.5
25 36.54 47.85 30.5 97 62.35 129.34 30.0 169 63.51 99.18 40.0 241 43.79 98.60 50.0
26 46.98 48.14 30.5 98 72.21 129.92 30.0 170 73.95 99.76 40.0 242 53.65 99.18 50.0
27 56.55 49.01 30.0 99 82.07 130.21 30.0 171 84.10 100.34 40.0 243 63.80 99.47 50.0
28 66.41 49.30 30.5 100 58.00 19.14 40.5 172 93.96 100.92 40.0 244 73.95 100.05 50.0
29 76.56 49.88 30.5 101 67.86 19.43 41.0 173 103.82 101.50 40.5 245 83.81 100.63 50.0
30 86.71 50.17 30.5 102 71.72 20.01 41.0 174 113.68 102.08 40.5 246 93.96 101.21 50.5
31 96.86 51.04 30.5 103 87.87 20.59 41.0 175 43.50 108.46 40.0 247 103.82 101.79 50.5
32 106.43 51.33 31.0 104 97.73 2117 41.0 176 53.36 108.75 40.0 248 53.07 109.04 50.0
33 116.58 51.91 31.0 105 47.56 28.42 40.5 177 63.22 109.33 40.0 249 63.22 109.33 50.0
34 26.10 57.42 30.0 106 57.42 29.00 40.5 178 73.37 109.62 40.0 250 73.37 109.91 50.0
35 35.96 57.71 30.0 107 67.57 29.29 40.5 179 83.52 110.49 40.0 251 83.52 110.49 50.0
36 46.11 58.29 30.0 108 77.43 29.87 40.5 180 93.38 110.78 40.0 252 93.38 111.07 50.5
37 56.26 58.87 30.0 109 87.87 30.45 41.0 181 103.24 111.65 40.5 253 72.50 119.77 50.0
38 65.83 59.16 30.5 110 97.44 31.03 41.0 182 52.78 118.90 39.5 254 66.70 39.73 60.5
39 75.98 59.74 30.5 111 107.30 31.61 41.0 183 62.64 119.19 40.0 255 76.85 40.31 60.5
40 86.13 60.32 30.5 112 36.83 37.99 40.5 184 72.79 119.77 40.0 256 86.71 40.89 60.5
41 96.28 60.90 30.5 113 46.98 38.57 40.5 185 82.65 120.35 40.0 257 55.97 49.30 60.5
42 106.14 61.48 31.0 114 56.84 39.15 40.5 186 92.80 120.93 40.0 258 66.12 49.88 60.5
43 116.00 61.77 31.0 115 66.70 39.44 40.5 187 78.01 20.59 50.5 259 76.27 50.17 60.5
44 125.86 62.35 31.5 116 77.14 40.02 40.5 188 57.42 29.29 50.5 260 86.42 51.04 60.5
45 25.52 67.57 30.0 117 87.00 40.60 40.5 189 67.28 29.58 50.5 261 95.99 51.62 60.5
46 35.38 67.86 30.0 118 97.15 41.18 41.0 190 77.72 30.16 50.5 262 55.39 59.16 60.0
47 4553 68.44 30.0 119 106.72 41.47 41.0 191 87.58 30.74 51.0 263 65.54 59.74 60.0
48 55.68 69.02 30.0 120 116.58 42.05 415 192 97.44 31.32 51.0 264 75.69 60.03 60.0
49 65.54 69.31 30.0 121 36.25 47.85 40.0 193 46.98 38.57 50.5 265 85.84 60.61 60.5
50 75.11 69.89 30.0 122 46.40 48.43 40.0 194 56.84 39.15 50.5 266 95.70 61.19 60.5
51 85.55 70.47 30.5 123 56.55 49.01 40.5 195 66.70 39.73 50.5 267 45.24 68.73 60.0
52 95.70 71.05 30.5 124 66.70 49.30 40.0 196 77.14 40.02 50.5 268 54.81 69.31 60.0
53 105.27 71.63 30.5 125 76.56 49.88 40.5 197 87.00 40.60 50.5 269 64.96 69.60 60.0
54 115.42 72.21 31.0 126 86.42 50.46 40.5 198 97.15 41.18 51.0 270 75.40 70.18 60.0
55 125.28 72.50 31.0 127 96.28 51.04 40.5 199 106.72 41.47 51.0 271 85.26 70.76 60.0
56 25.52 77.43 30.0 128 106.43 51.62 41.0 200 46.40 48.72 50.0 272 95.41 71.34 60.5
57 35.38 71.72 30.0 129 116.29 51.91 41.0 201 56.26 49.30 50.0 273 104.98 71.92 60.5
58 4553 78.30 30.0 130 35.96 58.00 40.0 202 66.41 49.59 50.5 274 54.52 79.46 60.0
59 55.39 79.17 30.0 131 45.82 58.29 40.0 203 76.85 50.17 50.5 275 64.38 79.75 60.0
60 65.25 79.46 30.0 132 55.97 58.87 40.0 204 86.42 50.75 50.5 276 74.82 80.33 60.0
61 7511 79.75 30.0] 133 65.83 59.45 40.0 205 96,57 5133 505 277 8497 80.62 60.0]
62 85.26 80.62 30.0 134 76.27 59.74 40.0 206 106.14 51.62 51.0 278 94.83 81.20 60.5
63 95.41 81.20 30.5 135 85.84 60.61 40.5 207 35.96 58.00 50.0 279 53.94 89.32 60.0
64 104.98 81.49 30.5 136 95.70 60.90 40.5 208 46.11 58.58 50.0 280 63.80 89.61 60.0
65 114.84 82.36 31.0 137 105.85 61.48 40.5 209 55.97 58.87 50.0 281 74.24 90.19 60.0
66 124.70 82.65 31.0 138 115.71 62.06 41.0 210 66.12 59.45 50.0 282 84.39 90.77 60.0
67 35.09 87.87 30.0 139 35.38 67.86 40.0 211 75.98 60.03 50.0 283 94.25 91.35 60.5
68 44.95 88.16 30.0 140 45.53 68.44 40.0 212 86.13 60.61 50.5 284 63.22 99.76 60.0
69 54.81 89.03 30.0 141 55.39 69.02 40.0 213 95.99 61.19 50.5 285 73.66 100.34 60.0
70 64.96 89.32 30.0 142 65.25 69.31 40.0 214 105.85 61.77 50.5 286 83.81 100.63 60.0
71 74.82 89.90 30.0 143 75.40 69.89 40.0 215 115.71 62.06 51.0

72 84.97 90.48 30.0 144 85.55 70.47 40.5 216 35.38 68.15 50.0



I (E 100 [mm])

No. X Y Z No. X Y] V/ No. X Y] Z No. X Y] V/
1 67.57 21.17 32.0 73 96.86 87.87 36.5 145 96.86 70.47 47.5 217 43.50 67.86 57.0
2 77.72 22.04 32.0 74 107.30 89.03 37.0 146 107.01 71.05 48.0 218 53.36 68.44 57.0
3 88.16 21.75 32.5 75 117.16 90.48 38.0 147 117.16 71.34 48.5 219 63.80 69.02 57.0
1 55.97 25.23 33.5 76 31.03 95.70 36.0 148 32.19 76.85 47.5 220 74.82 69.60 57.0
5 66.70 28.13 33.5 11 40.89 95.12 35.5 149 42.63 7714 47.0 221 85.84 69.89 57.5
6 77.14 29.58 33.5 78 51.62 94.25 35.0 150 53.07 77.43 46.5 222 95.99 70.47 57.5
7 88.45 29.00 34.0 79 62.35 93.38 35.0 151 63.51 77.72 46.5 223 106.14 71.05 58.0
8 99.18 27.26 34.0 80 73.66 93.38 35.0 152 74.24 78.30 46.5 224 116.29 71.63 58.5
9 45.53 31.03 35.0 81 85.26 94.54 35.0 153 85.55 78.88 47.0 225 32.77 77.14 57.5
10 55.10 33.64 34.5 82 95.70 96.28 35.5 154 96.28 79.75 47.5 226 42.92 77.43 57.0
11 66.12 35.67 34.5 83 106.14 98.31 36.0 155 106.43 80.62 48.0 227 53.07 78.01 57.0
12 76.85 36.83 35.0 84 116.00 100.05 37.0 156 116.58 81.49 48.5 228 63.51 78.30 57.0
13 88.45 36.83 35.0 85 41.47 103.82 34.0 157 31.61 86.42 47.0 229 74.82 78.59 57.0
14 99.18 35.67 35.5 86 51.33 102.37 34.0 158 42.05 86.42 46.5 230 85.26 79.46 57.5
15 109.33 34.22 36.0 87 62.06 100.92 34.0 159 52.49 86.13 46.0 231 95.99 80.33 57.5
16 34.51 38.57 36.5 88 73.66 100.63 34.0 160 63.22 86.42 46.0 232 105.85 80.91 58.0
17 44.66 40.31 35.5 89 84.68 102.08 34.0 161 74.24 86.71 46.5 233 115.71 81.78 58.5
18 55.10 42.34 35.5 90 95.70 104.69 345 162 85.55 87.58 46.5 234 42.63 87.00 56.5
19 65.54 43.79 35.5 91 105.56 107.30 35.0 163 95.99 88.45 47.0 235 52.49 87.29 56.5
20 76.56 44.95 35.5 92 51.33 110.78 32.5 164 106.14 89.90 475 236 62.93 87.58 56.5
21 87.87 44.66 35.5 93 61.77 108.46 32.5 165 116.29 91.06 48.0 237 73.95 87.87 56.5
22 98.89 44.37 36.0 94 73.08 107.88 32.5 166 31.32 96.28 46.0 238 84.97 88.45 57.0
23 109.33 43.21 36.5 95 84.39 109.62 33.0 167 41.47 95.70 45.5 239 94.83 89.61 57.0
24 119.19 42.63 37.5 96 94.83 112.81 33.0 168 51.62 95.41 45.5 240 105.27 90.48 57.5
25 33.35 47.85 37.0 97 62.35 116.58 30.5 169 62.06 94.83 45.5 241 42.05 97.15 56.0
26 43.79 49.30 36.5 98 72.50 116.00 30.5 170 73.37 95.12 46.0 242 51.91 96.86 56.0
27 54.23 50.75 36.0 99 82.94 117.45 31.0 171 84.68 95.99 46.0 243 62.64 96.86 56.0
28 64.96 52.20 36.0 100 56.84 22.62 44.0 172 95.41 97.73 46.0 244 73.66 96.86 56.0
29 75.98 53.07 36.0 101 66.70 24.65 445 173 105.27 99.18 46.5 245 84.10 98.02 56.5
30 87.29 53.07 36.5 102 77.14 26.10 44.5 174 115.13 100.63 47.0 246 94.54 99.18 56.5
31 98.31 53.07 36.5 103 88.16 25.81 44.5 175 41.47 105.56 44.5 247 104.40 100.34 57.0
32 108.75 52.78 37.5 104 98.31 24.65 45.0 176 51.62 104.40 44.5 248 51.91 106.43 55.0
33 118.90 52.49 38.0 105 45.82 29.87 45.5 177 62.06 103.53 44.5 249 62.35 106.14 55.0
34 22.62 56.55 38.0 106 55.68 31.90 45.5 178 73.08 103.24 45.0 250 73.08 106.14 55.0
35 32.48 57.42 37.5 107 66.41 33.64 45.5 179 84.10 104.69 45.0 251 83.52 107.30 55.0
36 42.92 58.29 37.0 108 77.14 34.51 45.5 180 94.54 106.43 45.0 252 93.67 108.75 55.5
37 53.36 59.45 36.5 109 88.16 34.51 455 181 104.40 108.75 45.5 253 72.21 115.42 53.0
38 64.38 60.32 36.5 110 98.31 33.93 46.0 182 51.91 113.68 43.0 254 65.83 40.02 66.5
39 75.40 61.19 36.5 111 108.46 33.06 46.5 183 61.77 111.94 43.5 255 76.27 40.60 66.5
40 87.00 61.48 36.5 112 34.80 37.99 46.5 184 72.79 111.36 43.5 256 86.71 41.18 66.5
41 98.02 61.77 37.0 113 44.95 39.44 46.0 185 83.52 112.81 43.5 257 55.10 49.01 67.0
42 108.46 61.77 37.5 114 55.10 40.89 46.0 186 93.38 115.42 43.5 258 65.25 49.59 67.0
43 118.61 62.06 38.5 115 65.54 42.34 46.0 187 77.72 2291 54.0 259 75.69 50.46 67.0
44 128.76 62.06 39.5 116 76.56 43.21 46.0 188 56.26 30.45 55.5 260 86.13 51.04 67.0
15 21.75 66.70 38.0 117 87.29 43.50 46.5 189 66.41 31.61 55.5 261 96.28 51.33 67.5
46 31.61 66.99 37.5 118 98.02 43.21 46.5 190 77.14 32.48 55.5 262 54.23 58.87 67.0
47 42.34 67.57 37.0 119 107.88 42.92 47.0 191 87.58 32.48 56.0 263 64.67 59.45 67.0
48 53.07 68.44 36.5 120 118.03 42.34 48.0 192 97.73 32.48 56.0 264 75.11 60.03 67.0
49 63.80 69.02 36.5 121 33.93 47.56 47.0 193 45.53 38.86 56.5 265 85.55 60.32 67.5
50 74.82 69.60 36.5 122 44.08 48.72 46.5 194 55.39 40.02 56.0 266 95.99 60.90 68.0
51 86.42 70.18 36.5 123 54.52 50.17 46.5 195 65.83 40.89 56.5 267 43.79 67.86 67.0
52 97.73 70.76 37.0 124 65.54 51.04 46.5 196 76.85 41.76 56.5 268 53.65 68.44 67.0
53 107.88 71.05 37.5 125 75.98 51.91 46.5 197 87.00 42.05 56.5 269 64.09 69.02 67.0
54 118.32 71.63 38.5 126 86.71 52.20 47.0 198 97.44 42.05 57.0 270 74.82 69.60 67.0
55 128.18 71.92 39.5 127 97.44 52.20 47.0 199 107.59 42.05 57.5 271 85.26 70.18 67.5
56 21.75 76.27 38.0 128 108.17 52.20 475 200 44.66 48.43 57.0 272 95.70 70.76 67.5
57 31.61 76.56 37.0 129 118.03 52.20 48.5 201 54.81 49.59 56.5 273 105.56 71.34 68.0
58 41.76 76.56 36.5 130 33.06 57.13 47.5 202 65.25 50.46 57.0 274 53.07 78.30 67.0
59 52.49 77.14 36.0 131 43.50 58.00 47.0 203 76.27 51.04 57.0 275 63.51 78.88 67.0
60 63.51 77.14 36.0 132 53.94 59.16 47.0 204 86.71 51.62 57.0 276 74.24 79.17 67.0
61 74.82 77.43 36.0 133 64.38 60.03 46.5 205 97.15 5162 575 277 8468 79.75 675
62 86.13 78.30 36.5 134 75.69 60.61 46.5 206 107.01 51.91 58.0 278 95.12 80.62 67.5
63 97.44 79.46 37.0 135 86.42 61.19 47.0 207 34.22 57.13 57.5 279 52.78 88.16 66.5
64 107.59 80.33 37.5 136 96.86 61.48 47.5 208 44.37 58.00 57.0 280 62.93 88.45 66.5
65 117.74 81.20 38.5 137 107.30 61.48 48.0 209 54.23 58.87 57.0 281 73.66 89.03 66.5
66 127.60 82.07 39.5 138 117.74 61.77 48.5 210 64.96 59.45 57.0 282 84.39 89.61 67.0
67 31.32 85.84 36.5 139 32.48 66.99 47.5 211 75.69 60.03 57.0 283 94.25 90.19 67.5
68 41.76 85.55 36.0 140 42.92 67.57 47.0 212 86.42 60.61 57.0 284 62.35 98.02 66.0
69 52.20 85.55 35.5 141 53.07 68.15 47.0 213 96.57 61.19 57.5 285 73.08 98.60 66.0
70 63.22 84.97 35.5 142 63.80 68.73 47.0 214 106.72 61.48 58.0 286 83.52 99.18 66.0
71 74.24 85.26 35.5 143 74.82 69.31 47.0 215 116.58 61.77 58.5

72 85.84 86.42 36.0 144 85.84 69.89 47.0 216 33.35 67.28 57.5
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IR 2 (I 80 [mm])

No. X Y Z No. X Y] V/ No. X Y] Z No. X Y] V/
1 66.99 32.77 32.0 73 99.76 87.87 44.0 145 98.89 73.08 57.0 217 31.61 69.89 67.5
2 77.14 33.35 32.0 74 110.49 89.90 45.0 146 109.33 73.37 57.5 218 41.76 70.47 67.0
3 87.58 33.35 32.0 75 120.64 92.51 46.5 147 119.48 73.95 59.0 219 51.91 71.05 66.5
4 54.81 36.25 35.0 76 28.42 97.15 43.0 148 29.29 79.46 57.0 220 62.93 71.63 66.5
5 65.83 39.44 345 11 37.99 94.83 41.5 149 39.73 7917 56.0 221 74.82 71.92 66.5
6 76.85 40.60 35.0 78 49.01 92.22 40.5 150 50.75 79.17 56.0 222 86.42 72.50 67.0
7 88.45 40.02 35.0 79 60.61 90.48 40.0 151 62.06 79.17 55.5 223 97.44 73.08 67.0
8 99.47 37.70 36.0 80 73.37 90.19 40.0 152 74.24 79.75 55.5 224 107.88 73.66 67.5
9 43.21 37.70 39.5 81 86.71 91.64 40.5 153 86.71 80.33 56.0 225 117.74 73.95 68.5
10 53.07 42.34 38.5 82 98.31 94.25 41.0 154 98.31 81.49 56.5 226 41.18 79.75 66.5
11 64.96 45.24 38.0 83 109.04 97.73 42.0 155 109.04 82.65 57.0 227 51.62 80.04 66.0
12 76.27 46.40 38.0 84 118.61 101.50 43.5 156 118.90 83.81 58.0 228 62.64 80.33 66.0
13 88.74 46.11 38.5 85 39.15 102.08 38.0 157 29.29 89.03 55.5 229 74.53 80.62 66.0
14 100.63 43.79 39.5 86 49.88 98.31 37.5 158 39.44 87.87 55.0 230 85.84 81.49 66.5
15 111.07 40.60 40.5 87 61.19 95.99 37.0 159 50.46 87.00 54.5 231 97.15 82.36 66.5
16 31.90 42.05 43.5 88 73.66 95.41 37.0 160 62.06 86.42 54.0 232 107.30 83.52 67.5
17 41.76 45.53 42.5 89 85.84 96.86 37.0 161 73.95 86.42 54.5 233 117.16 84.39 68.0
18 52.49 49.01 415 90 97.44 100.34 38.0 162 86.71 87.58 54.5 234 40.89 89.61 65.0
19 64.09 51.33 41.0 91 107.88 104.98 39.0 163 98.02 89.32 55.0 235 51.04 89.03 65.0
20 76.27 52.49 41.0 92 51.04 104.69 33.5 164 108.46 91.35 55.5 236 62.06 88.74 65.0
21 88.74 52.20 41.5 93 61.77 102.37 33.5 165 118.32 93.38 56.5 237 73.95 89.03 65.0
22 100.63 50.75 42.5 94 73.37 101.50 33.5 166 29.87 98.60 53.5 238 85.55 89.90 65.0
23 111.65 48.14 43.5 95 84.68 102.95 33.5 167 39.44 96.86 52.5 239 96.28 91.35 65.5
24 121.51 45.82 45.0 96 95.70 106.43 34.0 168 49.88 94.83 52.0 240 106.43 92.80 66.0
25 30.16 50.75 46.0 97 62.64 109.62 30.5 169 60.90 93.38 52.0 241 40.89 99.18 63.0
26 40.60 53.07 445 98 72.79 109.04 30.5 170 73.66 93.09 52.0 242 51.04 98.02 62.5
27 51.33 55.68 44.0 99 83.23 110.49 30.5 171 85.84 94.25 52.5 243 62.06 97.15 62.5
28 63.22 57.71 43.5 100 55.97 32.77 46.0 172 97.15 96.86 52.5 244 73.66 96.86 63.0
29 75.69 58.87 43.5 101 66.12 35.67 46.0 173 107.30 99.76 53.5 245 84.68 98.31 63.0
30 88.45 58.58 44.0 102 76.85 36.83 46.5 174 116.87 102.66 54.0 246 95.70 100.05 63.0
31 100.63 57.71 44.5 103 87.87 36.54 46.5 175 40.31 105.27 49.0 247 105.56 102.37 63.5
32 111.65 56.55 45.5 104 98.31 34.22 47.0 176 50.46 101.79 49.0 248 51.62 106.43 59.5
33 121.80 55.10 47.0 105 44.37 34.80 50.5 177 61.48 99.76 49.0 249 62.06 104.98 59.5
34 19.14 58.58 49.0 106 54.23 38.86 50.5 178 73.37 98.89 49.0 250 73.37 104.40 59.5
35 28.71 59.74 47.5 107 65.25 41.76 50.0 179 84.97 100.63 49.0 251 84.10 105.85 59.5
36 39.44 61.48 46.0 108 76.56 43.21 50.5 180 95.99 103.53 49.5 252 94.25 108.46 60.0
37 50.46 62.93 45.0 109 88.45 42.63 50.5 181 105.85 107.88 50.0 253 72.50 110.78 54.5
38 62.35 64.38 45.0 110 99.18 40.60 51.0 182 51.62 108.17 44.5 254 65.54 42.92 73.0
39 75.11 65.25 45.0 111 109.33 37.70 51.5 183 62.06 105.85 44.5 255 76.27 43.79 73.0
40 88.45 65.54 45.0 112 33.35 40.60 54.0 184 73.08 104.98 44.5 256 86.71 43.79 73.5
41 100.63 65.25 46.0 113 42.92 43.50 53.5 185 83.81 106.43 44.5 257 54.23 51.33 75.0
42 111.65 64.96 47.0 114 53.07 46.40 53.0 186 93.96 109.62 45.0 258 64.96 52.49 75.0
43 122.09 64.38 48.5 115 64.38 48.72 53.0 187 77.43 31.61 56.0 259 75.69 53.07 75.0
44 131.95 64.09 50.5 116 76.27 49.59 53.0 188 55.68 34.80 60.5 260 86.42 53.65 75.5
15 17.98 69.02 49.5 117 87.87 49.59 53.5 189 65.83 37.12 60.5 261 96.57 53.65 75.5
46 27.55 69.31 47.5 118 99.47 48.43 53.5 190 76.85 38.28 61.0 262 53.65 61.19 76.0
47 38.28 69.89 46.5 119 109.62 46.69 54.5 191 87.58 37.99 61.0 263 64.09 62.06 76.0
48 49.88 70.76 45.5 120 119.48 44.95 55.5 192 97.73 36.83 61.5 264 7511 62.64 76.0
49 62.06 71.34 45.5 121 31.90 50.17 56.0 193 44.66 41.76 63.5 265 85.84 62.93 76.5
50 74.53 71.92 45.5 122 41.76 52.20 55.5 194 54.52 43.79 63.5 266 96.57 63.22 77.0
51 88.16 72.79 45.5 123 52.49 54.23 55.0 195 64.96 45.53 63.5 267 42.63 70.47 76.5
52 100.63 73.08 46.0 124 64.09 55.97 54.5 196 76.56 46.40 63.5 268 52.78 71.05 76.5
53 111.36 73.37 47.0 125 75.69 56.84 54.5 197 87.58 46.40 64.0 269 63.51 71.63 76.5
54 121.80 73.95 48.5 126 87.58 56.84 55.0 198 98.31 45.53 64.0 270 74.82 72.21 76.5
55 131.66 74.53 50.5 127 98.89 56.55 55.5 199 108.17 44.66 64.5 271 85.55 72.79 76.5
56 18.27 78.88 48.5 128 109.91 55.39 56.5 200 43.21 51.04 65.5 272 96.28 73.37 71.0
57 27.84 78.59 47.0 129 120.06 54.52 57.5 201 53.36 52.78 65.0 273 106.43 73.95 775
58 37.99 78.30 45.5 130 30.45 59.74 57.5 202 64.38 53.94 65.0 274 52.20 80.91 76.0
59 49.59 78.30 44.5 131 40.89 60.90 56.5 203 75.98 5481 65.0 275 62.93 81.20 76.0
60 61.48 78.01 44.5 132 51.62 62.35 56.0 204 87.00 55.10 65.5 276 74.24 81.78 76.0
61 74.82 78.59 44.5 133 63.22 63.51 56.0 205 98.02 5481 66.0 277 85.26 82.36 76.0
62 87.87 79.46 45.0 134 75.69 64.09 55.5 206 108.17 54.23 66.5 278 95.70 83.23 76.5
63 100.34 80.91 45.5 135 87.29 64.67 56.0 207 32.48 59.45 67.5 279 51.91 91.06 74.5
64 111.36 82.07 46.5 136 98.60 64.67 56.5 208 42.63 60.61 66.5 280 62.35 90.77 74.5
65 121.22 83.52 48.0 137 109.62 64.38 57.5 209 52.78 61.77 66.0 281 73.66 91.06 74.5
66 130.79 84.68 50.0 138 120.06 64.09 58.5 210 64.09 62.64 66.0 282 84.68 91.93 75.0
67 27.84 87.87 45.5 139 29.58 69.60 58.0 211 75.69 63.22 66.0 283 94.83 93.09 75.0
68 37.99 86.42 44.0 140 40.31 70.18 57.0 212 87.00 63.80 66.5 284 62.06 100.34 72.0
69 49.01 85.55 43.0 141 50.75 70.76 56.5 213 97.73 63.80 67.0 285 73.08 100.63 72.5
70 61.48 84.39 42.5 142 62.64 71.34 56.0 214 108.17 64.09 67.5 286 83.81 101.21 72.5
71 74.24 84.39 42.5 143 74.53 71.92 56.5 215 31.03 80.04 67.0

72 87.58 85.55 43.0 144 87.00 72.50 56.5 216 118.03 64.09 68.5
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ZIT, Fig 24 ZXY P L Z @ 1RO~ —h—frEDOEBE 7T, F7-, Fig 2512 X-Y Fifi
FZRBABHO~—I—([EOEBEZRT. Fig.24 005, ZB1EHSEV 7 Fk FEBTIX, Y5
AN SH LSS SN TS, Y FROWAITT RIS TND ZERDnD . Ziox
LCY G RiBidmisgd M ST D720, 5 X IR > TV D AN X-Y 5 O 2 AL &3/
V. Fig. 256 %, Z Hl FERCIX, Y HMOHFREIZH 5780 XY FROEAL EIT/NE 0.
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Fig 24 X-Y¥HE ZBlEBE~—b—%h Fig 25 X-Y¥@HE ZB4EBE~—H—FhL

Fig. 26 |2 X-Z Vi LY J@h RGO~ —h —(LEOEB ZR"T. £/, Fig 2712 X-Z FmE LY ET
RGNS Y+ HANIZ 5 EH O~ — A —(EDOEBEZ Y. Fig. 24, Fig. 256 726 Y HFaHeffix X-v
FHZIZERL BN DTN LN Do Ty, Fig. 26 LD L 2+ H I RE AL TWD Z &b
o7z, Fig. 27 05, Y FMmaid 2 FOEMIZZUE ERE L NI ERbholz
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Fig 26 X-Z¥i&Em YREHFRE~—V—EAM  Fig 27 X-Z¥E YEPTRILL+5EE~—I—ENL

OEIZFig. 2812 Y-Z Vil E X B RED~—h—(EDOEN T . F7-, Fig 2912 Y-Z Fm -
X e e X+ HFaic 4 @B O~ —h—(iBOENMZ 1. Fig 28 226 Y diiiijimn~— 7 —IZ,
Y fltp R A~ KR E S BAL L TWAD Z ERNbnD. FRICK LT Y i Riffo~—h—Ii% 2+ J7h~
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RESEMLTND Z L3P0 %, Fig 2913 Y #FROHRELTH LD T Z+HH MRS S EMLT
WD ZEWDOND.

ey
SRR 1 e gt
W . ::ifi;w%

Fig 28 Y-Z¥H\m XBHREBEH~—I—%fL Fig 29 Y-Z¥@m XBYRIOHEH~—I—EfL

5. KbV

ARZFERER T, ML IR TN o 2 =2 L TWHEER CT A% v T2 v, S
RSP IR\ % 0 27 W D INERAS T % 51 L 7.

MNILT AT Ko TR U 7RSI IR 2 VER L, IR DO NEBIZ &8 D~ — 1 — Z IR IS B E L 7.
Z DOIRITHNE D B IR ZEAL 2 )3T TRAE T, PEEEM CT 2% ¥ T2 W THEATE 4 3 oI
W7z,
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ARRBEE
ARWEENL, VL 17 FER AR MBI A TN > IS E DY 7Y

T AN AET U U ZICET D) ITRD ERERBROIR 2~ . WMEBREE, HABRER, BN

RIUTOEBY THD.

(1) ®BBEHE  PEFEM CT A% v F 2 IO TR HE IR D N ERZS T I 7R

(2) RBRBAR AZFERERTIE, MR TN 2 =0 L TWHEREM CT A% vy T %

AV A BREEIE RIS D B N2 TR O AR 232 2 L 2 A & 5.

(3) BBAE WEOPIZT T AT 4 v 7 21388 ORLRY KA IR I AL E S 7oA,
T ay I LEOREED R E BUET D, 2 ORIV B IS 2 03T TR RE T, Rkl R
TEHMWE X —DFA LT DEEH CT Ax v 20T, NEERZ 3 Wi qH4
5.

R ES

1. RABREE

AFRBRIZHBN T, RO NEER 2 5HI3 2 E ¥ CT A% v 1% Fig. 1 ITRF. A CT
AX X T OYE, ATA ALY T /O ¢ 150mm & LEFEY A X% 512X512[Pixel] & LizH;
A, X, Y O ZEREREIX 150+512=0.29[mm] & 72 5. Z HENCBI LTI, AT A AJED /N
T 1] D72 G MFEEDS 1mm] TH D23, AT A A8 FDi/INAN 0. 5[mm] T % 72 O FHERL Tl
(RABAYIZ 0. 5 [mm] DA FRE TR TE 5.
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EERACTAXx T
TOSCANER-24200AV

AF¥xr "= Rn—7— g

XA 400kV, ZHEFES) % 100mm, 77/L< 300mm

ALY 150mm, $300mm, ¢600mm  FJZE

ATAAIE L Omm, 2.0mm, 4.0mm AJZE

FERREEE  512X512 or  1024X1024

TR/ =N nomal (fast) or fine(slow)

ful (360) or half(180)

WFAFE YF  min. 0.5mm

Fig 1 PEZEM CT A%+ {4

2. REEMEMRVERR DT 1R ORREY

ARREBRIZBNTE, LFOHEBIZOW TR 2.

(a) K LT DIy

(b) MIRAETE DA

(c) HEl (w—%>7) OMHDIARTIE

F7 (a) ITOWTHRI L7z, MR L 2R DKBIEM IS 2 BRIk & A U AHICK D 58, INE
Moo bONENTHD. L LN LRETITKINAFEL TLEY, FERZEET 5720/
BUEDO B HRENEHE L. KORD D IZEFEOD IR WNIRE A - TZhd HIEbit 21T o7, @
INENCHEEOKEINZ TZRIZGE, AT v E W) BAENER S, T3 ERIT KM & R
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TERETWDN, MEMAT GG 7 NT 3RS D20, AHITRFIERMEE T2 < 2> TLEW,

10 B BT LE D Fs oz,
%2, AR BRI AN L EFIBT 5 2 & & Uiz, ML MEY L8 SRR
VAT LY REFRE LA Y 3T 5= b OBEAIE BV CIILS 5 2 L0 TE 20ETHS.

(Fig. 2 ZMR)

Fig 2 AALZFVIEHK

DX (b) IZ2WT, MLz, BREFHINCEWT, RYIIERFONEFHIR GEHHITE 50N
B CIEH L0, B ¥ —ara O CT TIXFHINCREZR 21D 2 & v H 0, PR L OER%Z D
EFIREBOK LGHIITE W eEZ oD, £ 2 TARBRTIE, —EOIMNBEMEZMZ bd &
27, PMTITEELZRIELZ (Fig. 32M) . ZTha AW TANS LV CTRYE L 7R EmIRIS, i)
() 72 SN H SR 2 N 2 TR BB C CT i 2 ATVVIIR DN AL & FHIIT 5. CT ORI E W T,
HORERMEERZ ) THIZBW TV D56, AR LI2WiEzIET 5 ik TRE 2

WIARXTHD., TOROIHFTEBEBIXITEARETEBEEMEDLT, WRERIRY AMZMHEH L.
RARDIHE LBy O 24 & 2RI T L7z,

Fig 3 #AfTiT3&E (#f LAHHiRER)

BRI (¢) ITOWTHEL7-. BRI DAt e~ —F o ZI3& B EOR 2RI T 5 D~
APFTHDHEEZOLND. R OYHIIRIIFRUNCIR Z TR LiATe LW BRI/ 508, Fig 4 12”77
K ITHRINEIZEH D K 9 72 OERIRIZ T LV L EREZ B 1), :a U0 2Nz 5 LERMBAD K 9T

MLL TR HELRELL. LLARRD ERROFEEZR LD, BE A L—XTHEID 2 &1
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T, A EMOBEIHTO~Y—T—b 52> TLENY—I—OHHNENRZED > TLE T,
BRICEERAI 2 B> TORERITZOEVED Lo T

==
oo

Fig 4 ~—X% Z7HbIARFIE

2D TRIBOBTIER B W EVTY—h—AEET 5 Z L AR L, BTIRY )
LTHAMY L b OBMTRAK S < BHEIT Ao TLE D, 2ok LY B ERO /NS A
15 2L BB REFI XIS &, S04 < TIRD BHBIASIT 2 K< LB TED. &

DIZARIAWD AR, BVEnT 2 LRI 5%5THY (Fig.5) , HIOAREBNR D> TV HIR
HEThHE, JVAL—XITH &K Z LN TX A,

Fig 5 #&%

ZOREHNWTFig. 6 IZRT LI, oIz kEEoRETE Yy N LEMBIC—I—%t v
5. =B —IZIEMDRT Y 70U vy ZHVn-, (KR (40~60C) TAIZFLVEED T, £
DIRFEDF FXREF|ZHWNTHEST= (Fig. 7) .

TDTARE—RAL2RKDOARERY, FNEI 3D
D~v—H—EHEDTN5,
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=B
=5

Fig 6 HERIZT v v-M3) &AL Fig 7 T A FE—2

3. CT HIERER

Fig. 8 IC AT VDA Z C T A% v 7 Tt L7l 2= AL Vo R x, v,
z A 30X40 X 28[mm] DR &E S &2 FfO. #fREMOC T A¥ ¥ T OEBIMERILx, v HAIX
0.15[mm], z 73 1[mm] TH 5.

Fig 8 CT A¥ ¥ U #E5E (WIHIR)

B 50, NIV ERBEO BRI, ERBICEE L TWe~s—T—N"E#H L TCLEo 7.
Fig. 10 298I BN 2 N2 72356 D NILFNVEFRHE D CT T —H ZoR 3. BRI IR 5 B 5 (g
13[mm]) ZTF6 M4mO L ZAFEFTTRIF. (Fig. 9 =MR)
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Fig 9 B&HIZAEIINEE

Fig 10 CT A¥ ¥ U #ER (BERIR)

fRMT T — 2 Z D~ — A —DOHULLE D 3 IRILT — & % Table. 1 IR d . RPOF S &~ —I— DN #E

DXL Fig. 11 IR,
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Table 1 —~—J—HIMUBED 3 RITHEIZ

XImm] | YImm]| Z[mm] XImm]| Y[mm]| Z[mm]
1 16.95 14.70 14 11 1545 10.80 11
2 3150, 15.60 15 2| 33.90 11.55 12
3 15.75 31.65 14 3| 12.75 35.10 9

Initial

4 30.45] 28.50 14 Deformed 4 34.05 29.85 7
5 15.15] 39.75 14 5 13.80] 43.35 13
6 2955 41.85 15 6| 30.45 45.15 13

Fig 11 ~=—X—F o —

Fig. 12 \ZHIHAFIR & BRR DO~ —H —([{EZ ERQTHE TX 5 X 912 Lz, ROBPIHIELR, K&
NERH D~ —T—DNEZRT. SN MIRTRREE I D Z & T, ~—h—0nHRn5
JE~, X0 F~BEILTWNDLONRTND.
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Fig 12 CT F—# ki (WIHIR, BERIR)
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Fig 13 ~—U—#)iARLFIE
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Table 2 < —X —JE&E (BAZ[mm])

No. X Y Z No. X Y| Z No. X Y| Z No. X Y| Z
1 22.62 25.81 9.00 33 42.34 35.38 18.5 65 62.06 44.66 28.5 97 33.06 65.25 38.0
2 32.19 25.52 9.00) 34 52.20 35.09 18.5 66 22.62 55.68 28.5 98 42.63 65.25 38.0
3 42.05 25.23 9.00) 35 62.06 34.80 18.5 67 32.48 55.39 28.5 99 52.78 64.67 38.0
4 51.91 25.23 9.00) 36 22.62 45.53 18.5 68 42.63 55.10 28.5 100 62.64 64.38 38.0
5 61.77 24.94 9.00 37 32.48 45.53 18.5 69 52.49 55.10 28.5 101 22.33 25.52 48.0
6 22.62 35.67 9.00) 38 42.63 44.95 18.5 70 62.35 54.52 28.5 102 32.48 25.23 48.0
7 32.48 35.38 9.00) 39 52.20 44.66 18.5 71 22.91 65.54 28.5 103 42.92 25.23 48.0
8 42.34 35.09 9.00 40 62.35 44.66 18.5 72 32.48 65.25 28.5 104 52.20 24.94 48.0
9 52.20 35.09 9.00 41 22.91 55.68 18.5 73 42.92 65.25 28.5 105 62.06 24.65 48.0
10 62.06 34.80 9.00 42 32.77 55.39 18.5 74 52.78 64.96 28.5 106 22.62 35.67 48.0
11 22.62 45.82 9.00 43 42.63 55.10 18.5 75 62.64 64.67 28.5 107 32.48 35.38 48.0
12 32.48 45.53 9.00 44 52.49 54.81 18.5 76 22.33 25.81 38.0 108 42.34 35.09 48.0
13 42.34 45.24 9.00 45 62.35 54.52 18.5 77 32.77 25.52 38.0 109 52.20 35.09 48.0
14 52.49 44.95 9.00 46 22.91 65.54 18.5 78 42.34 25.52 38.0 110 62.35 34.80 48.0
15 62.06 44.37 9.00 A7 32.77 64.96 18.5 79 51.91 25.23 38.0 111 22.62 45.53 48.0
16 22.62 55.39 9.00 48 42.92 64.67 18.5 80 62.06 24.94 38.0 112 32.77 45.24 48.0
17 32.48 55.10 9.00 49 52.78 64.38 18.5 81 22.33 35.96 38.0 113 42.34 44.95 48.0
18 42.63 54.81 9.00 50 62.64 64.38 18.5 82 32.77 35.67 38.0 114 52.49 44.95 48.0
19 52.49 54.52 9.00) 51 22.33 26.10 28.5 83 42.34 35.38 38.0 115 62.35 44.66 48.0
20 62.06 54.23 9.00) 52 31.90 25.81 28.5 84 52.20 35.09 38.0 116 22.91 55.68 48.0
21 22.62 65.54 9.00) 53 42.05 25.52 28.5 85 62.06 34.80 38.0 117 32.77 55.39 48.0
22 32.77 65.54 9.00 54 51.91 25.23 28.5 86 22.62 45.82 38.0 118 42.63 55.10 48.0
23 42.63 64.96 9.00 55 61.77 24.94 28.5 87 32.717 45.53 38.0 119 52.49 54.81 48.0
24 52.78 64.67 9.00 56 22.62 35.96 28.5 88 42.34 45.24 38.0 120 62.64 54.52 48.0
25 62.64 64.38 9.00 57 32.19 35.67 28.5 89 52.20 44.95 38.0 121 22.91 65.54 48.0
26 22.62 25.81 18.50 58 42.34 35.38 28.5 90 62.06 44.95 38.0 122 33.06 65.54 48.0
27 32.19 25.52 18.50 59 52.20 35.38 28.5 91 22.91 55.68 38.0 123 42.63 65.25 48.0
28 42.05 25.23 18.50 60 62.06 35.09 28.5 92 32.77 55.10 38.0 124 52.49 64.96 48.0
29 51.91 24.94 18.50 61 22.62 45.82 28.5 93 42.63 55.10 38.0 125 62.64 64.67 48.0
30 62.06 24.94 18.50 62 32.19 45.53 28.5 94 52.49 54.81 38.0

31 22.62 35.67 18.50 63 42.34 45.24 28.5 95 62.35 54.52 38.0]

32 32.48 35.38 18.50 64 52.49 44.95 28.5 96 22.91 65.25 38.0

ZEIRAR (F S 45[mm] Z579)

No. X Y No. X Y Z No. X Y| Z No. X Y| Z
1 20.88 24.94 8.0] 33 42.34 34.51 16.0 65 65.25 44.66 25.50 97 31.03 67.57 32.0
2 31.32 24.36 8.5) 34 53.65 34.22 16.5 66 19.72 56.55 25.50 98 42.92 67.86 30.5
3 42.34 24.07 8.0 35 64.96 34.22 17.0 67 30.45 56.55 24.00 99 54.81 66.99 32.0
4 52.78 24.36 8.0) 36 20.01 45.82 17.0 68 42.92 56.26 23.50 100 65.54 65.83 345
5 63.51 24.07 8.0) 37 31.03 45.53 16.5 69 54.81 55.97 24.50 101 20.30 24.65 43.5
6 20.88 35.38 8.5) 38 42.34 45.24 16.5 70 65.54 55.39 25.50 102 29.87 23.20 40.0
7 31.61 35.09 8.5) 39 53.94 44.66 16.5 71 20.01 67.28 25.50 103 42.34 22.33 37.0
8 42.34 3.48 8.5 40 64.96 44.66 17.0 72 30.74 67.57 24.00 104 54.52 22.62 40.0
9 53.07 34.80 8.5) 41 20.30 56.55 17.0 73 43.21 67.28 23.50 105 63.80 23.49 435
10 63.80 34.51 8.5 42 31.32 56.55 16.5 74 54.81 66.99 24.50 106 20.59 35.09 43.0
11 20.88 45.82 8.5) 43 42.63 55.97 16.5 75 65.54 66.12 25.50 107 29.87 34.51 40.0
12 31.61 45.82 8.5) 44 54.23 55.68 16.5 76 19.14 24.36 34.00 108 42.34 34.22 37.0
13 42.63 45.24 8.5) 45 64.96 55.10 17.0 77 30.74 23.20 32.00 109 54.81 33.93 405
14 53.36 44.95 8.5) 46 20.59 66.99 16.5 78 42.34 22.91 30.50 110 64.09 33.93 435
15 63.80 44.37 8.5) A7 31.32 66.99 16.5 79 54.23 22.91 32.00 111 20.59 45.53 435
16 21.17 55.97 8.5 48 42.92 66.99 16.0 80 64.96 23.49 34.00 112 30.16 45.53 400
17 31.61 55.68 8.5) 49 54.23 66.99 16.5 81 19.43 35.38 34.00 113 42.63 45.24 37.0
18 42.63 55.39 8.5 50 65.25 66.12 16.5 82 30.45 34.51 31.50 114 54.81 44.66 40.0
19 53.36 55.10 8.5 51 19.14 24.94 25.5 83 42.34 34.22 30.50 115 64.38 44.37 435
20 64.09 54.81 8.5) 52 30.16 23.78 24.0 84 54.52 33.93 32.00 116 20.88 56.26 435
21 21.46 66.70 8.0 53 42.05 23.20 23.5 85 65.25 33.93 34.00 117 30.45 56.55 40.0
22 31.90 66.70 8.5) 54 53.94 22.91 24.0) 86 19.72 46.11 34.00 118 42.63 56.26 37.0
23 42.92 66.12 8.0) 55 64.96 23.49 25.5 87 30.45 45.53 31.50 119 54.81 55.68 405
24 53.65 65.83 8.5) 56 19.43 35.38 25.5 88 42.34 45.24 30.50 120 64.38 55.10 435
25 64.09 65.25 8.0) 57 30.16 35.09 24.0 89 54.81 44.95 32.00 121 21.17 66.70 435
26 20.01 24.36 16.5 58 42.34 34.22 23.5 90 65.25 44.66 34.00 122 30.74 67.86 40.0
27 30.74 23.49 16.5 59 54.23 34.22 24.5 91 19.72 56.55 34.00] 123 42.92 68.15 375
28 42.05 23.20 16.5 60 64.96 34.22 25.5 92 30.74 56.55 32.00] 124 54.81 66.99 40.5
29 53.65 23.20 16.5 61 19.43 45.82 25.5) 93 42.63 56.55 30.50 125 64.67 65.83 44.0
30 64.67 23.20 16.5 62 30.16 45.53 24.0 94 54.81 55.97 32.00

31 20.01 34.80 16.5 63 42.63 45.53 23.5 95 65.25 55.39 34.00

32 30.74 34.51 16.5 64 54.52 44.95 24.5 96 20.01 66.99 34.00
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B (& S 35[mm] Z57#)

No. |X Y Z No. X Y 7 No. X Y] Z No. X Y] 7
1 19.72 24.07 7.50 33 42.34 33.06 14.0 65 68.15 44.66 23.5 97 29.00 70.18 275
2 30.45 23.49 7.50 34 55.68 33.06 14.5 66 17.40 57.42 23.5 98 42.92 70.76 245
3 42.34 22.91 7.50 35 67.57 33.35 15.5 67 28.13 57.71 21.0 99 57.13 69.02 275
4 54.23 23.20 7.50 36 17.40 45.82 15.5 68 43.21 57.71 19.0 100 67.28 66.70 32.0
5 65.25 23.20 7.50 37 29.00 45.53 14.5 69 56.84 57.13 21.0 101 20.59 23.49 405
6 18.85 35.09 7.50 38 42.63 44.95 14.0 70 67.86 55.97 23.5 102 28.42 21.46 345
7 30.16 34.51 7.50 39 55.68 44.66 14.5 71 17.69 68.73 23.5 103 42.63 19.14 29.0
8 42.34 33.93 7.50 40 67.86 44.66 15.5 72 28.71 69.89 21.0 104 55.68 20.88 35.0
9 54.23 34.22 7.50 41 17.40 57.42 15.5 73 43.21 70.47 19.5 105 63.80 22.33 410
10 65.54 33.93 7.50 42 29.29 57.42 14.5 74 57.13 69.02 21.0 106 20.59 34.51 405
11 18.85 45.82 8.00 43 42.63 57.13 14.0] 75 68.44 67.28 23.5 107 28.71 33.64 345
12 30.16 45.82 8.00 44 55.97 56.55 14.5 76 17.40 23.20 32.0 108 42.63 32.77 285
13 42.63 45.24 7.50 45 67.86 55.68 15.5 77 28.71 21.17 27.0 109 55.97 33.06 35.0
14 54.52 44.95 7.50 46 17.40 68.15 15.5 78 42.34 20.01 24.5 110 64.09 33.35 405
15 65.83 44.37 8.00 47 29.29 68.73 14.5 79 56.26 20.59 28.0 111 20.88 45.53 405
16 19.14 56.26 8.00 48 42.63 69.02 13.5 80 66.70 22.04 32.0 112 28.71 45.53 345
17 30.45 56.26 7.50 49 55.97 68.15 14.5 81 17.40 34.80 31.5 113 42.63 44.95 285
18 42.63 56.26 7.50 50 67.86 66.70 15.5 82 28.42 33.35 217.0 114 56.55 44.66 355
19 54.81 55.68 7.50) 51 16.53 23.49 23.5] 83 42.34 33.06 24.0 115 64.09 44.37 405
20 65.83 55.10 7.50 52 28.13 21.75 21.0] 84 56.55 32.77 27.5 116 21.46 56.84 405
21 19.72 67.57 7.50 53 42.34 20.30 19.0] 85 66.99 33.35 32.0] 117 29.00 57.13 345
22 30.74 68.15 7.50 54 55.97 20.88 21.0 86 17.69 46.11 32.0 118 42.92 57.13 285
23 42.92 67.57 7.50 55 67.57 22.04 23.5 87 28.13 45.53 27.0 119 56.55 56.55 35.0
24 54.81 66.99 7.50 56 16.82 34.80 23.5] 88 42.63 45.24 24.0] 120 64.38 55.39 40.5
25 65.83 66.12 7.50 57 27.84 33.93 21.0] 89 57.13 44.66 27.5 121 21.75 67.57 41.0
26 17.11 23.20 15.50] 58 42.34 33.06 19.0] 90 66.99 44.66 32.0] 122 29.58 69.60 35.0
27 29.00 21.75 14.50) 59 56.26 33.06 21.0| 91 18.27 57.42 32.0] 123 43.21 70.47 29.0
28 42.05 20.88 13.50] 60 67.57 33.35 23.5] 92 28.71 57.71 217.0] 124 56.26 68.73 355
29 55.39 21.17 14.50] 61 16.82 45.82 23.5] 93 42.92 58.00 24.0] 125 64.38 66.41 41.0
30 67.28 22.62 15.50] 62 27.84 45.82 21.0 94 57.13 56.84 217.5]

31 17.11 34.22 15.50] 63 42.92 45.24 19.5] 95 67.28 55.97 32.0

32 28.71 33.64 14.50) 64 56.84 44.95 21.0 96 18.56 68.15 32.0

[s]
15 10

3
11585 075
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Bisection Refinement-Based Real-Time Adaptive
Mesh Model For Deformation and Cutting of Soft
Objects

(Invited Paper)

Hiromi T.Tanaka*, Yoshinori Tsujino*, Takahiro Kamada* Huynh Quang Huy Viet*
*Deparment of Human and Computer Intelligence, Ritsumeikan University
4F Creation Core Building, 1-1-1 Noji-higashi, Kusatsu, Shiga 525-8577, Japan
Email: hiromi@ci.ritsumei.ac.jp, huyviet@acm.org

Abstract—The subjects described in this paper are a real-
time adaptive modeling method for deformable objects and an
adaptive cutting method for 3D surface meshes.

In the literature so far, adaptive models with high resolution
representations at regions of high deformation have not been
investigated. In this paper we propose a new method for real-time
modeling of soft objects, of which high resolutions dynamically
adapt to the regions of high deformation. In order to reduce the
computational cost in comparison with the previous methods we
use the bisection refinement algorithm. The experimental results
show the effectiveness of the proposed method.

The cutting operation of 3D surface meshes plays an important
role in surgery simulators. One of the important requirements
for surgical simulators is the visual reality. We propose a new
strategy for cutting on surface mesh: refinement and separate
strategy consisting of the refinement followed by the separation
of the refined mesh element. Since the advantage of the low
computational cost, the bisection refinement method is utilized for
the refinement process. The proposed strategy gives the faithful
representation of the interaction path.

Keywords: Deformable Objects, Adaptive Bisection Refine-
ment, Mass-Spring Model, Surgical Simulation, Cutting Simu-
lation

I. INTRODUCTION

The real-time interactive models and simulations of be-
haviors of deformable objects play important roles in several
fields such as robotics, computer graphics, CAD, computer
aided surgery. In mesh-based representation of a given object,
the preciseness in representing is related to the number of its
cells which is called the resolution of the mesh. To control
the computational time for modeling, the concept of multi-
resolution model have been introduced [1], [2], [3], [4], [5],
[6]. Multi-resolution models are the models that represent
objects and their behaviors at different levels of resolution. The
main advantage of a multi-resolution model is in reducing the
computational cost by way of reducing the data for modeling
in any place that low resolution representation is appropriate.

Throughout a simulation, to obtain a realistic behavior,
different regions of interest in the model of an object might
require to be represented by a high resolution and hence need
to be refined. The regions of interest have been classified as:

1-4244-0342-1/06/$20.00 (©) 2006 IEEE

regions of contact, regions of high deformation and regions of
high curvature.

There are two approaches that have been used for refine-
ment a mesh: the approach based on the known Delaunay
algorithm [7] and the approach based on the longest-side
bisection algorithms [8], [9], [10], [11], [12]. The second
approach guarantees the generation of good-quality of surface
triangulation and volume tetrahedralization with linear time
complexity, comparing to the computational cost of O(NlogN)
of that of the first approach.

In [6], [3] the models for real time deformation of soft
objects with high resolution at regions of contact have been
proposed, the Delaunay algorithms have been used for mesh
refinement. However in the literature so far, adaptive models
with high resolution representation at regions of high defor-
mation have not been investigated.

In this paper we propose a new method for real-time adap-
tive modeling of soft object with high resolutions for regions
of high deformation. In order to reduce the computational cost
in comparison with the previous methods we use the bisection
refinement algorithm proposed in the preceding researches [8],
[9], [10].The experimental results show the effectiveness of the
proposed method.

Surgical simulators have been developed to create environ-
ments to help train physicians in learning skills of surgical
operations at many research centers. The virtual cutting op-
eration plays an important role in surgery simulators. The
virtual cutting methods can be divided into two categories:
(i) volume cutting method that consists of cutting methods
on a tetrahedral mesh and (ii) surface cutting method that
consists of cutting methods on a 3D surface mesh. One of
the important requirements for cutting methods is the issue of
accuracy representation of the interaction path of a surgical
tool.

In addition the cutting techniques may also be classified
into two major categories based on the implementation of a
cutting operation; those that remove intersected meshes [13]
and those that re-mesh intersected meshes [14], [15], [16],
[17], [18], [19], [20]. The methods of the first category simply
dismiss mesh elements that intersect the cutting tool; the
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methods of the second category recreate the path passed over
by the tool through the intersected mesh elements by way of
re-meshing them. The methods of the second category have
the disadvantage of the supplemental cost for computing the
intersection path but provide a good visual representation of
the path passed over by the cutting tool. In order to have the
accuracy representation of the intersection path without con-
siderably scarifying the cost of computation of deformation,
there is a strategy proposed and implemented on tetrahedral
meshes: refinement and remove strategy [21]. This strategy
composes of the refinement followed by the elimination of the
mesh elements (tetrahedral) on the surface cut. Despite the fact
that the sizes of removed mesh elements are small due to the
previous mesh refinement process, the approach still has the
drawback of creating non-smooth cuts, and hence are still not
appropriate for a realistic simulator. Moreover, there are not
the implementations of this strategy on surface meshes.

We propose a new strategy for cutting on surface mesh:
refinement and separate strategy consisting of the refinement
followed by the separation of the refined mesh element. Since
the advantage of the low computational cost (linear time com-
plexity comparing to O(NlogN) time complexity of Delaunay
refinement methods), the longest-edge refinement method [11]
is utilized for the refinement process. The proposed strategy
gives the faithful representation of the interaction path in
comparing with the conventional methods. In addition the
proposed strategy also allows the feasibility of haptic rendering
in levels of detail and maintaining the high haptic update rates.

The remainder of the article is organized as follows: next
section reviews the bisection refinement algorithm. Section 3
presents the method for adaptive modeling the deformation
of a soft object with high resolution for regions of high
deformation. Section 4 details the data structure and the
adaptive cutting algorithm for 3D surface meshes. Section 5
describes experimental results and discussions. Finally section
6 is devoted for conclusions and future works.

II. TETRAHEDRAL MESH BISECTION REFINEMENT

We have developed a parallel algorithm of adaptive mesh
generation that recursively bisects tetrahedral elements by
increasing the number of mesh nodes according to local
volume properties, such as orientation and curvatures of iso-
surfaces, until the entire volume has been approximated within
a specified level of view-invariant accuracy. We summarize
the algorithm in this section. The details of the algorithm
are described in [8], [9], [10]. We apply this algorithm for
simulation of soft object in adaptive resolution model, as will
be presented in next section.

A. Recursive Binary Subdivision

The algorithm for constructing the hierarchical represen-
tation is based on a stepwise refinement of an initially
given mesh. Given accuracy criteria, binary subdivision of
the parent tetrahedron T}, occurs when the accuracy criteria,
Acc_Thresh, is violated for any six edges of T},. The subdi-
vision of T}, into two left and right tetrahedron, T; and T,
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occurs by the creation of a new node, M, the middle point
of the base edge E(= Ple) of maximum length, followed
by initialization of M with the local properties, i.e., the field
value, orientation, curvatures of an isosurface containing M.
Then, the violation of Acc_Thresh is recursively evaluated
for each 7; and T, independently.

B. Tetrahedral Primitives

i TYPE-

1 - i 1

' . ! at level 3(N+1)
| L1 TYPEAN |

' [ at level3N+2

! TYPE-I [ L

! atlevel N+l 1 i

[ Split Plane

&
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TYPE-1
at level 3N

-

Fig. 1. Cyclic subdivision of a tetrahedron into TYPE-I, TYPE-II and TYPE-
III primitives
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In recursive binary-subdivision, only three tetrahedral prim-
itives including mirror-symmetry, TYPE-I, TYPE-II, TYPE-
III, are generated at level 3N,3N+1,3N+2,respectively, as
shown in Fig. 1. Fig. 2 shows recursive definitions of 7; and
T, using the parent node (Fy,P1,P»,P3) and M for TYPE-
I, TYPE-II, TYPE-III. As Fig. 1 shows three successive
subdivision of a parent tetrahedron 7}, of TYPE-I at level 3N,
generate the same type of great-ground children of TYPE-I
cyclically at level 3(N+1) with each edge length and its volume
decreased by 2 and by 8 respectively.

Face shapes of TYPE-I, TYPE-II, TYPE-III are either an
isosceles triangle or a right triangle. With ratio of maxim to
minimum edge length V3 at TYPE-L, 2v/2 / V3 at TYPE-IL,
2 at TYPE-III, respectively. This binary tetrahedrization using
the middle points thus satisfies the equi-angular requirement.



Another advantage of the binary tetrahedrization is that it
provides a more continuous level of volume approximation,
because a tree with fewer descendants has more levels of
approximation for a given range of volume variation.

C. Binary Subdivision Algorithm

Above steps for recursive binary subdivision of tetrahedron
are summarized in the following pseudo code.
Procedure Divide_Tetrahedron(7),,Acc_Thresh)
begin
Step 1: (*Collect subdivision requests from neighbors
for crack handling discontinuities *)
If Neighbor_Require for_Subdivision(T,Acc_Thresh)
then require for subdivision of T,;
Step 2: (* Neighbors require for subdivision of Tp*)
Divide a parent tetrahedron T, into T; and T,
and process them independently
Step 2.1: (*Initialize T} and T, using the parent nodes
(Po, P1, P>, P3) of T, and M *)
Step 2.2: (* Recursive Subdivision of T; and T, *)
Divide Tetrahedron(T;,Acc_Thresh);
Divide Tetrahedron(T,,Acc_Thresh);
end
At each recursion, the volume of every tetrahedron de-
creases by 2, therefore the upper bound of recursion 7,4,
is given as,

Nmaz < log, (InitCubeSize®) (1)

where InitCubeSize is the edge length of an initial mesh
element,i.e InitCubicCell.

III. ADAPTIVE VOLUMETRIC MASS-SPRING MODEL

The mass-spring models comprising mass node, springs
and dampers for representing deformation are widely applied
because of the effectiveness in computation and the simplicity
in implementation. However, in the large mass-spring models
computation for deformation which covers the entire nodes of
the object makes the real-time simulation difficult. Therefore
combining locally refinement methods with mass-spring mod-
els have been utilized to reduce the cost of computation. This
section presents the model that allows the automatic adaptation
of the resolution at regions of high deformation.

A. Regions of High Deformation

In order to have realistic behaviour, the regions of interest
should be refined during a simulation. In this research we
focus on the regions of high deformation due to bending in
a deformation process. In a deformation process of an object
modeled by a tetrahedral mesh, the regions of high deformation
can be characterized by a high local rate of change of the
edge’s length with its initial length in a tetrahedron:

L
Linit
In other words the regions of high deformation are tetrahe-
drons of which the rate of change of the edge’s length exceed

>T, ()

a criterion T,. We use the bisection algorithm mentioned in
the previous section for refinement in the regions of high
deformation.

B. The Parameters of Mass-Spring System

While refining a mass-spring mesh it is necessary to supple-
ment extra masses, springs and dampers. In order to guarantee
the consistency of the behavior at different resolutions, a
methodology for assigning mass values, spring and damper
parameters have been proposed in [22], [6]. Given a material
density D the mass value m; of each vertex ¢ according to the
volume V; of its adjacent tetrahedron T} is as follows:

DV,
. 3)
Let E be the material elastic modulus, if L;,;; is a resting

length of the spring/edge of a tetrahedral, the stiffness value

of edge e is obtained by summing all of the contributions of

the tetrahedron V; incident on e:

m =

ES;V;
b=

wnit

“)

The damper value of an edge e linking a mass m; with
mass m; is given as follows [6]:

2y/k(m; +m;)
S Tkt S VA 5
¢ Linit ( )
where k is the stiffness value of the edge e.

IV. ADAPTIVE CUTTING METHOD FOR 3D SURFACE
MESHES

A. Backward Longest-Edge Refinement Algorithm

<4 <

a) Non-conforming mesh b) Conforming mesh

Fig. 3. Non-conforming mesh and conforming mesh

As a preliminary for presenting the proposed method, in this
section we introduce the backward longest-edge refinement
algorithm of Rivara [11] for triangular mesh refinement. The
requirement of a refinement of a mesh is to satisfy the main
properties: conforming, well shaped and smooth. A conform-
ing mesh is a mesh without any “T-junctions”. T junction is
a non-conforming point which is defined as an interior point
of an edge of one triangle and common vertex of two other
adjoin triangles. Rivara proposed the backward longest-edge
bisection refinement algorithm. The method only bisects along
the longest-edge of a triangle; this guarantees the construction
of non-degenerate and smooth irregular triangulations whose
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geometrical properties only depend on the initial mesh. In
order to maintain a conforming mesh, the local refinement of
a given triangle involves refinement of the triangle itself and
refinement of its longest edge neighbors.

Longest-side propagation path is a concept utilized in the
backward longest-edge refinement algorithm. It is defined as
follows: For any triangle to of any conforming triangulation
T, the longest-edge propagation path of ¢p will be the ordered
list of all the triangles to,t1,t2, ...tn—1, tn, such that ¢; is the
neighbor triangle of t;_;, by the longest-edge of ¢;_1, for
1 = 1,2, ..n. The longest-edge propagation path pf triangle to
is denoted as LSPP(to).

Figure 4 explains the backward longest-edge refinement
algorithm: Fig. 4a gives the initial triangulation; Fig. 4b gives

the first step of the process; Fig. 4c gives the second step in
the process and Fig. 4d gives the final triangulation.

Fig. 4. Backward longest-edge bisection of triangle tg

)

Figure 5 shows the backward longest-edge refinement al-
gorithm. We utilize this algorithm to develop an algorithm for
cutting on 3D surface mesh.

Backward-longest-edge-refinement (T)
— Sign all triangles which have unacceptable size and add them to T,
- i=0
— White T;is not empty Do
. Run BackwardLongestEdgeBisection(t) for all triangles t in T;
i=i+1
Sign all triangles which have unacceptable size and add them to T,

Backward-longest-size-bisection (t)
— While t remains without being bisected Do
. Find the LSPP(t)

bisectt If t', the last triangle of the LSPP(t) , is a terminal boundary triangle Then
isect t*

Else bisect the (last) pair of terminal triangles of the LSPP(t)

+ LEPP(t)
— L=null
- =1
— L[i]=t
— If t has a neighbor t;, on its longest edge Then
o L=ty
« WHILE L[i] has a longest edge neighbor different from L[i-1] Do
— Let t,, be the longest edge neighbor of L[i-1]
— =i+l
= L=ty
— Return L

Fig. 5. Backward longest-edge refinement algorithm

B. Data structure of 3D surface mass-spring mesh

The objects of the surgical simulation are represented by 3D
surface meshes. The surface mesh of the object can be taken
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Fig. 6. The Winged Edge Data Structure for Mass-Spring Mesh

from laser scanner. The VRML output file of a laser scanner is
used in a data structure based on winged-edge data structure,
which includes the physical parameters of a damped mass-
spring model. Figure 2 shows a diagram of the data structure.
The points in diagram is the vertices, the bars are winged
edges which have the functionality of a damped spring. The
data which is stored at each vertices are their 3D coordinates,
the value of mass and the information of an edge adjacent to
vertex, the data which is stored at each edge are the start of
node, the end of node of vertex, the parameters of a damper and
a spring, the previous edge for left face, the next edge for left
face. This data structure allows quick computation of finding
the adjacent triangles for cutting algorithm, and performing of
deformation.

C. Cutting Algorithm

A E A J E
D . I K
C, F C, 17 F
H G H G
a) b)
Fig. 7. [Initial interacting point.

There are different approaches for changing the topology
of an object such as destroying the mesh elements or dividing
them. In our proposed method, to yield accuracy representation
of cutting paths, instead of simple dividing the triangles (the
mesh elements), we refine them by subdividing into smaller tri-
angles using the longest-edge refinement algorithm mentioned
in the previous section. The virtual cut is performed by way
of separating the subdivided smaller triangles.

At first the triangle that is collided by the surgical tool
is refined by using the backward longest-edge refinement
algorithm mentioned in previous section, as showed in the Fig.
7b. The vertex that is nearest the colliding point is considered
as the initial vertex for performing cutting.

Suppose that a virtual cut is being carried out at a vertex,
we call this vertex as the reference vertex, the cut is performed
by repetition of the following steps:
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Fig. 8. Remeshing and making new point in a cutting process.
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Fig. 9. Swapping an edge in a cutting process.

1. Finding the next vertex in cutting path: The next vertex
is the vertex which is adjacent to the reference vertex and has
the closest distance toward the direction of the motion of a
surgical tool. The edge linking the reference vertex to the next
vertex is called reference edge. Figure 8a shows how to choose
the next vertex.

2. Changing the topology: The triangles sharing the next
vertex from the reference vertex in cutting path are refined by
the longest-edge refinement algorithm until the longest-edge [
of the subdivided smaller triangles is satisfied the requirement
of d/2 <l < d, where d is a predefined distance. Notice that
the requirement of [ > d/2 is to assure the termination for a
refinement process. Figure 8b. gives an illustration a process
of refinement of the triangles sharing the next vertex.

3. Changing the adjacent information of two triangles along
the cutting path: The reference vertex is duplicated and the
adjacent information of two triangles sharing the reference
vertex is updated as not adjacent. Figure 8c and d clarifies
this step when considering the vertex C as a reference vertex.

In the case that the next vertex is not belong the same
triangle of the reference vertex and the edge which is shared

by the two triangles is the longest edge as shown Fig. 9a,
this edge is swapped so as the next vertex is connected with
the reference vertex by an edge, and the cutting process is
continued as described in Step 2 and Step 3 (see Fig. 9b).

Fig. 10. Groove Generation

We described the algorithm for cutting on a 3D triangle
mesh, we also need another algorithm to generate the groove
for a cutting path. As shown in Fig. 10, when the triangles
ABC and BCD are divided and the vertices Vi, V>, V3, V4
are created, the bottom of the groove is generated at the tip
positions of the cutting tool G; and G>.

V. EXPERIMENTAL RESULTS
A. Experimental Results on the Adaptive Deformable Model

(a)Low resolution model

(b)High resolution model

Fig. 11. The initial shape of a cuboid object.

Figure 11 shows a cuboid object modeled by tetrahedral
meshes. One end of the object is fixed and the other end is
free. Figurel1(a) shows a low resolution model and Fig.11(b)
shows a high resolution model. We examine the deformation of
the object in an adaptive resolution model in comparison with
the low and high resolution models. The object is deformed by
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a constant force perpendicular to the axis direction of the object
at the right end. In the experiment the elastic modulus E is set
to 5.0 x 10%[Pa] and the density is set to 1.0 x 10%[kg/m?3].

(a)Low resolution model

(b)High resolution model

(c)Adaptive resolution model

Fig. 12. The deformation states in low, high and adaptive resolution model.

Figure 12(a) and (b) show the deformed shape of the object
in low and high resolution models. As predicted, the deformed
shape of the object in high resolution model is smooth and on
the other side in low resolution model, that of the object is
rough.

We apply the proposed adaptive resolution model as men-
tioned in Sect.Ill for the object which is initially modeled in
the low resolution identical to the resolution of the model
showed in the Fig. 12(a). During the deformation process,
the regions of high deformation in the model are gradually
refined by the bisection refinement algorithm presented in
Sect.Il. In this experiment, the regions of high deformation
is defined by the criterion 7, = 1.05. A tetrahedron in the
regions of high deformation is refined to 1/8 of its initial
volume. Figure 12(c) shows the deformed shape of the object
in the adaptive resolution model. Visually it is quite similar to
the deformed shape in the high resolution model. We almost
cannot recognize the difference in the shapes.
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(c-2)

(c-3)

Fig. 13. The intermediate deformation states in the adaptive resolution model.

Figure 13 show the intermediate states in the deformation
process of the above adaptive resolution model. The mesh is
gradually refined at the regions of high deformation.

TABLE I
THE NUMBER OF MESH ELEMENTS

Resolution Model | Node Number | Tetrahedron Number
Low 125 384
High 1000 4374
Adaptive 299 1048

Tablel shows the number of nodes and tetrahedron in the
adaptive resolution model in comparison with the low and high
resolution models.
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“ 100
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iterations

Fig. 14.
models.

The comparison of computational time in low, high and adaptive

Figurel4 shows diagram of the computational time per
iteration for low, high and adaptive resolution model. It shows
that the computational time varies among the resolution model.



It stays high for the high resolution model, low for the low
resolution model and is gradually increasing for the adaptive
resolution model in corresponding to high deformation states.
Despite the time consumption in the refinement process, the
computational time of the adaptive resolution model stay
quite low in comparison with that of high resolution model
throughout the deformation process.

B. Experimental Results of the Adaptive Cutting Method

Regarding with the issue of accuracy representation of the
interaction path of a surgical tool, it is difficult to compare
the proposed method which is based on the refinement and
separate strategy with that of the refinement and removal
strategy. However, in any situations, the fact that separating
process of the refinement and separate strategy do not dismiss
mesh elements definitely increases the accuracy much more
than that of refinement and removal strategy. Here we show
the results of the proposed method. We build the system as
showed in Fig. 15 to implement the proposed method. The
handling of the virtual object in 3D virtual space is performed
by using the haptic interface device Phantom. The visual result
is represented realistically in the X3D display screen.

PC Windows XP

X3D Display

PHANToM

Fig. 15. System diagram.

Figure 16 shows the wire frame representation of a virtual
cutting of a hand which is model by the 3D surface triangle
mesh: Fig.16a gives the original representation of the hand and
Fig.16b gives the result of the virtual cutting.

Fig.17a show the enlargement of the result, the cutting path
appears delicately; the very small shakes of the hand handling
the Phantom arm are captured and expressed faithfully in
zigzags. This show the effectiveness of the proposed method
in accurate representation of the motion of the surgical tool. In
fact if the friction force in hand surface is considered, the real
motion of hand, which handles the Phantom arm, will become
smooth. However, this does not affect the effectiveness of the
proposed algorithm.

Fig.17b shows the result without using mesh refinement
algorithm for the same motion of cutting tool of the previous
experiment, the cutting path is far different from the motion of
cutting tool (white line). In Fig.18, we show a result of cutting
with groove generation.

VI. CONCLUSIONS

We propose a new method for realtime modeling of soft
objects, of which high resolutions dynamically adapt to the

(b) A virtual cutting

Fig. 16. Wire frame representation.

regions of high deformation. In order to reduce the compu-
tational cost in comparison with the previous methods we
use the bisection refinement algorithm. We also introduces a
new virtual cutting method for accuracy representation of the
motion of a surgical tool. The main contribution of the work
is a real-time 3D surface cutting algorithm that cooperates
with the longest-edge based local refinement algorithm for
unstructured triangular meshes. The experiment results show
the performance of the approach.
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Abstract— In the literature so far, adaptive models with high
resolution representations at regions of high deformation have
not been investigated. In this paper we propose a new method
for real-time modeling of soft objects, of which high resolutions
dynamically adapt to the regions of high deformation. In
order to reduce the computational cost in comparison with the
previous methods we use the bisection refinement algorithm.
The experimental results show the effectiveness of the proposed
method.

Keywords: Tetrahedral Meshes, Cracks, Adaptive Refine-
ment, Binary Subdivision, Binary Simplification, Mass-Spring
Model, Deformable Objects

I. INTRODUCTION

The real-time interactive models and simulations of be-
haviors of deformable objects play important roles in several
fields such as robotics, computer graphics, CAD, computer
aided surgery. In mesh-based representation of a given object,
the preciseness in representing is related to the number of
its cells which is called the resolution of the mesh. To
control the computational time for modeling, the concept of
multi-resolution model have been introduced [1], [2], [3],
[4], [5], [6]. Multi-resolution models are the models that
represent objects and their behaviors at different levels of
resolution. The main advantage of a multi-resolution model
is in reducing the computational cost by way of reducing
the data for modeling in any place that low resolution
representation is appropriate.

Throughout a simulation, to obtain a realistic behavior,
different regions of interest in the model of an object might
require to be represented by a high resolution and hence need
to be refined. The regions of interest have been classified as:
regions of contact, regions of high deformation and regions
of high curvature.

There are two approaches that have been used for refine-
ment a mesh: the approach based on the known Delaunay
algorithm [7] and the approach based on the longest-side
bisection algorithms [8], [9], [10], [11], [12]. The second
approach guarantees the generation of good-quality of sur-
face triangulation and volume tetrahedralization with linear
time complexity, comparing to the computational cost of
O(NlogN) of that of the first approach.

In [6], [3] the models for real time deformation of soft
objects with high resolution at regions of contact have
been proposed, the Delaunay algorithms have been used for
mesh refinement. However in the literature so far, adaptive

models with high resolution representation at regions of high
deformation have not been investigated.

In this paper we propose a new method for real-time adap-
tive modeling of soft object with high resolutions for regions
of high deformation. In order to reduce the computational
cost in comparison with the previous methods we use the
bisection refinement algorithm proposed in the preceding
researches [8], [9], [10]. The experimental results show the
effectiveness of the proposed method.

The remainder of the article is organized as follows: next
section reviews the bisection refinement algorithm. Section 3
presents the method for adaptive modeling the deformation
of a soft object with high resolution for regions of high
deformation. Section 4 describes experimental results and
discussions. Finally section 5 is devoted for conclusions and
future works.

II. BISECTION REFINEMENT-BASED TETRAHEDRAL
ADAPTIVE MESH

We first give an over view of the tetrahedral adaptive
mesh, which had been developed for multi-resolution volume
modeling [10], as shown in Figure 1. The mesh generation
algorithm recursively bisects tetrahedra elements by increas-
ing the number of mesh nodes according to local volume
properties, such as the field value and its gradient, i.e., the
orientation and curvatures of isosurfaces, until the entire
volume has been approximated within a specified level of
view-invariant accuracy.

A. Recursive Binary Subdivision

The algorithm for constructing the hierarchical represen-
tation is based on a stepwise refinement of an initially
given grid. Given accuracy criteria, binary subdivision of
the parent tetrahedron 7T}, occurs when the accuracy criteria,
Acc_Thresh, is violated for any six edges of 7). The
subdivision of 7}, into two left and right tetrahedron, 7; and
T, occurs by the creation of a new node, M, the middle
point of the base edge E(= PTP;) of maximum length,
followed by initialization of M with the local properties,
such as the field value and its gradient, i.e., the orientation,
curvatures of an isosurface containing M. Then, the violation
of Acc_Thresh is recursively evaluated for each T; and T,
independently.
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B. Tetrahedral Primitives

In recursive binary-subdivision, only three tetrahedral
primitives including mirror-symmetry, TYPE-I, TYPE-II,
TYPE-III, are generated at level 3N,3N+1,3N+2,respectively,
as shown in Fig. 2. Fig. 3 shows recursive definitions of
Ty and T, using the parent node (Fp,P;,P»,P3) and M
for TYPE-I, TYPE-II, TYPE-III. As Fig. 2 shows three
successive subdivision of a parent tetrahedron T}, of TYPE-I
at level 3N, generate the same type of great-ground children
of TYPE-I cyclically at level 3(N+1) with each edge length
and its volume decreased by 2 and by 8 respectively.
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(c)Projected (b) to YZ plane

Tetrahedral adaptive mesh of volume data

Face shapes of TYPE-I, TYPE-II, TYPE-III are either an
isosceles triangle or a right triangle. With ratio of maxim to
minimum edge length v/3 at TYPE-I, 2v/2 / V3 at TYPE-II, 2
at TYPE-III, respectively. This binary tetrahedrization using
the middle points thus satisfies the equi-angular requirement.
Another advantage of the binary tetrahedrization is that it
provides a more continuous level of volume approximation,
because a tree with fewer descendants has more levels of
approximation for a given range of volume variation.

C. Crack Handling for Discontinuities

The major problem with adaptive subdivision techniques is
that cracks,i.e., discontinuities, may arise if each tetrahedron
is subdivided independently.

When there is a large field variation near the initial grid
element, a crack may be formed along the boundary between
the grid elements. This crack is caused by the unilateral
subdivision of a grid element on one side of the large
field variation. In order to avoid cracks between adjacent
tetrahedron, we had developed a parallel algorithm that
detects and preserves both C° and C! discontinuities of
field values, without the formation of cracks. This crack
handling algorithm collects field discontinuity information
by recursively expanding the neighborhood of adjacent tetra-
hedra until the discontinuities are observed. The boundary
reached by this recursive expansion defines the 3D region
of reference for a grid element. This local definition of a
bounded region of reference allows each grid element to be
subdivided independently. Thus, the parallel computation of
hierarchical tetrahedrization with no cracks is performed in
bounded time and space.

ITI. ADAPTIVE VOLUMETRIC MASS-SPRING MODEL

The mass-spring models comprising mass node, springs
and dampers for representing deformation are widely ap-
plied because of the effectiveness in computation and the
simplicity in implementation. However, in the large mass-
spring models computation for deformation which covers the
entire nodes of the object makes the real-time simulation
difficult. Therefore combining locally refinement methods
with mass-spring models have been utilized to reduce the
cost of computation. This section presents the model that
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allows the automatic adaptation of the resolution at regions
of high deformation.

A. Regions of High Deformation

Throughout a simulation process, it is necessary to re-
fine different regions in order to have high precision for
representing realistic behaviours, and to simplify the refined
regions for fast computation of the simulation when the high
precision is not required any more. The regions of interest
has been classified as: Regions of contact, regions of high
deformation and regions of high curvature. In this research
we focus on the regions of high deformation due to bending
in a deformation process. In a deformation process of an
object modeled by a tetrahedral mesh, the regions of high
deformation can be characterized by a high local change
rate of the edge length with the initial edge length of a
tetrahedron:

L
T = 1
Linit )
here, L is the length in the present status, L;,;; is the initial

length.

In other words the regions of high deformation are tetrahe-
drons of which the change rate of the edge length 7" exceed
a given criterion 7). Since the tetrahedrons at the surface
of a model directly effect the deformation, for reducing the
computation cost, it is possible to define regions of high
deformation as tetrahedrons at the surface or the boundary
of a model that the change rate of the length of an edge
exceed a given criterion.

B. Bisection Refinement

We use the bisection algorithm mentioned in the previous
section for refining the regions of high deformation. In the
bisection algorithm a tetrahedron is subdivided into two
smaller tetrahedrons at the point of the base edge. The
algorithm is easy to implement and moreover its compu-
tation complexity is linear time. The main problem with the
bisection refinement is discontinuities or cracks. The crack
handling algorithm is presented in detail in [9], [13], [10].

C. The Parameters of Mass-Spring System

While refining a mass-spring mesh it is necessary to
supplement extra masses, springs and dampers. In order
to guarantee the consistency of the behavior at different
resolutions, a methodology for assigning mass values, spring
and damper parameters have been proposed in [14], [6].
Given a material density D the mass value m; of each vertex
1 according to the volume V; of its adjacent tetrahedron 7}
is as follows:

DX,V
T @)
Let E be the material elastic modulus, if L;,;; is a resting

length of the spring/edge of a tetrahedral, the stiffness value

of edge e is obtained by summing all of the contributions of

the tetrahedron V; incident on e:

m =

EY;V;
k= L2] J

init

©)

The damper value of an edge e linking a mass m; with
mass m; is given as follows [6]:

2\/ I{? (TTL, + mj)
‘= Linit @
where k is the stiffness value of the edge e.

In the binary subdivision, every tetrahedron is subdivided
at the middle point of its base edge, i.e., the longest edge, we
can associate a base edge L(n) after the nth subdivision with
the bounding volume V(n) of a group of tetrahedra sharing
L(n), which we call a diamond, as shown in Fig.4(a). If
L(n) is a diagonal edge inside a cubic cell at level n(=3N)
then V(n) is the cubic cell itself consisting of six tetrahedra
sharing L(n). If L(n) is a diagonal edge on a bounding
face shared by adjacent cubic cell, then V(n) consists of 4
tetrahedron, two from its own cubic cell and other two from
the adjacent cell. If, L(n) is parallel to one of the X, Y, Z
coordinate axes, then V(n) consists of eight tetrahedron from
four adjacent cells sharing L(n).

P P3 Pi
Cb(i, j.k) f/

(‘h“"'l"k)Pa //'/ A

P Pl i
E Ps 2 Ps
Po i Y

Po

P4 Ps P2

Ch(i, j.k)
P2

Fig. 4. The bounding volume of E at level n(=3N), n+1(=3N+1), and
n+2(=3N+2)

Therefore at a division level n, the stiffness parameter
k(n) and damper parameter c¢(n) of an edge e linking a
mass mm; with mass m; can be expressed as,

_ EV(n)
2./k i j
o) = 2/ ] ©
CubeSize(n) = 2751 xintCubeSize. (7)
L(n) = AxCubeSize(n). (8)
V(n) B x CubeSize(n)>. Q)
where
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V3 if(n mod 3) == 0

A = V2 if(n mod 3) == (10)
1 otherwise
_ 1 if(nmod3)==0
B = { % otherwise an

D. Binary Simplification

During a simulation, a region of high deformation can
become a region of low deformation and hence it should
be restored to its original resolution in order to reduce the
computation cost. When an edge of a subdivided tetrahedron
becomes shorter to a given criterion T, we perform a com-
bination procedure to simplify the refined mesh. The refined
tetrahedrons are gradually combined to original tetrahedrons
as showed in the figure 5. To guarantee the consistency of the
behavior at different resolutions, the mass, spring and damper
parameters are calculated by the formulas mentioned in the
previous section.

Fig. 5. Refinement and simplification processes

E. Time step control

In simulations the Runge-Kutta is used for solving the
differential equations of mass-spring system. The choice of
the time step depends on values of mass, spring, damper
parameter and the density of the mesh. The maximum time
step and minimum time step are parameters to ensure that the
behaviour of the model is appropriate and real-time. These
parameters are dependent upon the smallest edge length of
the mesh [6]. In our work, the size control over the mesh
elements to ensure the appropriate and real-time behaviour of
the model is carried out by way of restraining the subdivision
level in the bisection refinement algorithm.

IV. EXPERIMENTAL RESULTS

A. On-the-go refinement and simplification in regions of
interest

Figure 6 shows a cuboid object modeled by tetrahedral
meshes. One end of the object is fixed and the other end
is free. Figure 6(a) shows a low resolution model and
Fig. 6(b) shows a high resolution model. We examine the
deformation of the object in an adaptive resolution model in
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(a) Low resolution model

(b) High resolution model

Fig. 6. The initial shape of a cuboid object.

comparison with the low and high resolution models. The
object is deformed by a constant force perpendicular to the
axis direction of the object at the right end, and is released to
return the original shape after a given time. In the experiment
the elastic modulus E is set to 5.0 x 10%[Pa] and the density
is set to 1.0 x 10%[kg/m?>].

(a) Low resolution model

(b) High resolution model

(c) Adaptive resolution model

Fig. 7. The deformation states in low, high and adaptive resolution model.

Figure 7(a) and (b) show the deformed shape of the object
in low and high resolution models. As predicted, in high
resolution model the deformed shape of the object is realistic,
and on the other side in low resolution model the deformed
shape is rough.

We apply the proposed adaptive resolution model as men-
tioned in Sect.IIl for the object which is initially modeled
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at the low resolution. During the deformation process, the
regions of high deformation in the model are gradually
refined by the bisection refinement algorithm presented in
Sect.Il. In this experiment, the regions of high deformation
is defined by the criterion 7, = 1.05. A tetrahedron in the
regions of high deformation is refined to 1/8 of its initial
volume. Figure 7(c) shows the deformed shape of the object
in the adaptive resolution model. Visually it is quite similar to
the deformed shape in the high resolution model. We almost
cannot recognize the difference in the shapes.

Time point g

Time point ¢,

Time point to

Time point ¢3

Time point ¢4

Fig. 8. The intermediate deformation states of the object in the adaptive
resolution model.

Figure 8 show the intermediate states of the deformation
process in the above adaptive resolution model. The time
point to is the time point that the object is released to return
to the original shape. The mesh is gradually refined and then
simplified at the regions of high deformation.

TABLE I
THE NUMBER OF MESH ELEMENTS

Resolution Model | Node Number | Tetrahedron Number
Low 125 384
High 1000 4374
Adaptive 299 1048

Tablel shows the number of nodes and tetrahedrons at the
time point to (see Fig. 8) in the adaptive resolution model
in comparison with the low and high resolution models.

g

8
i |
Il

g

g

—— )
400 -
(@

simulation time [ime]

1 61116212631 364 465156616671 7681 8651 96
Iteratiors

Fig. 9. The comparison of computational time in low, high and adaptive
models. (a) Low-resolution. (b) High-resolution. (c) Adaptive-resolution

Figure 9 shows diagram of the computational time per
iteration for low, high and adaptive resolution model. It
shows that the computational time varies among the reso-
lution models. It stays high for the high resolution model,
low for the low resolution model and is gradually increasing
for the adaptive resolution model in corresponding to high
deformation states. Despite the time consumption in the
refinement process, the computational time of the adaptive
resolution model stay quite low in comparison with that of
high resolution model throughout the deformation process.

The figure 10 shows a cross section of the object in refine-
ment and simplification processes at a region of contact. In
the time of contacting with the point, the object is deformed
and the mesh is refined. After being released, the object
gradually returns to the original shape in corresponding to
the simplification process.

B. The stability of the dynamic change of the resolution

In this experiment we investigate the effect of the dynamic
change of the resolution during a deformation process.

7 i
!
(a) Fixed resolution model
(b) Changed resolution model
Fig. 11. The object in the fixed and changed resolution models.

Figure 11(a) shows the object in an unchanged high
resolution model. Figure 11(b) shows the object in a low
resolution model which is gradually changed during the
simulation. We investigate the oscillations status of a point
in the object which is fixed at two ends and released from
its initial position under the effect of the gravitational force.

Figure 12 shows the oscillations status of the point in the
middle at the bottom of the object in fixed and changed
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Fig. 10. Adaptive refinement in a region of collision

resolution models. The resolution is changed gradually until
obtaining the same resolution of the high resolution model.
The graph in the figure shows that the positions of the point
in two models are different when changing the resolution
and become identical in the stationary state.
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Fig. 12.  Comparison of the node position at several model. (a) Fixed

resolution model. (b) Changed resolution model.

V. CONCLUSIONS

We propose a new method for real-time modeling of soft
objects, of which high resolutions dynamically adapt to the
regions of high deformation. In order to reduce the computa-
tional cost in comparison with the previous methods we use
the bisection refinement algorithm of which computational
complexity is linear time. The experiment results show the
performance of the proposed method.
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Abstract—In this paper, we model a rheology object whose
main characteristic is the existence of residual displacement. In
order to speed up calculation, to keep the stability, and also to
control the residual replacement, we adopt MSD (Mass-Spring-
Damper) voxel-lattice model and calibrate their physical pa-
rameters by using differences against experimentally captured
shapes. In general, a human operator manipulates the MSD
model by the most popular graphics software OpenGL and
force feedback device PHANTOM in a 3-D CG environment.
In order to get wonderful visual and tactile realities, we
need force and shape calculations less than a couple of 10
milli-seconds. For saving computational cost, we propose the
octree-based MSD model. Based on several experimental and
comparative results, we check whether twin goals such as
efficiency of calculation time and precision of shape deformation
are compatible or not in the octree-based MSD model.

I. INTRODUCTION

In order to feel artificial visual and tactile realities by the
most popular graphics software OpenGL and force feedback
device PHANTOM in a 3-D CG environment, we initially
construct many kinds of smart physical models such as
collision model, deformation model, friction model and so
on. In the last decade, the haptics community has been
aggressively studying several types of virtual elastic and
visco-elastic models for haptic rendering [11,[2],[3],[4],[5].
Unfortunately in such a CG community, few researchers
have tried to model a rheology object and also to control
its residual displacement. In general, modeling a rheology
object is more difficult than doing an elastic or visco-elastic
object because we cannot understand how to control the
residual displacement. For example, Finite Element Method
(FEM) as the most typical model is perhaps useless because
it does not include any physical parameter to control the
residual displacement. Therefore during a few years, we have
improved MSD (Mass-Spring-Damper) model and also have
calibrated their physical unknown parameters by minimizing
differences against many kinds of experimentally captured
data [6],[7],[8].

In this paper, we acquire twin goals, that is, computation
efficiency and shape precision of proposed MSD rheology
model. For the cost cut, we adopt the octree structure as the
MSD hierarchical model [9],[10],[11]. The octree has been
widely used as 3-D hierarchical data structure in positioning.
As shown in [12],[13], many researchers have already used
the octree representation for modeling some elastic object.
However, there is not any description concerning to the trade-
off between computational efficiency and shape precision
between a real rheology object and its virtual one. The
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purpose of this research is to save computation cost and
simultaneously to maintain shape precision by usage of the
octree. Therefore, we carefully check whether the twin goals
are compatible or not under many kinds of comparative
(calculation virtual and experimental real) results. In our
comparison, we see calculation time of octree-based MSD
model is almost two times faster than that of classic MSD
model even though the octree has low resolution. In addition
to this, computation cost of the classic model experimentally
and theoretically increases 8 times larger as long as the
resolution level increments, on the other hand, computation
cost of our octree-based hierarchical model experimentally
and theoretically increases 5 times larger as long as the res-
olution level increments. Therefore, the difference increases
exponentially as long as resolution of the octree increments
monotonously. Needless to say, this cost cut comes from
decreasing memory storage of the octree. For this reason,
the difference between memory capacities of classic and
octree-based MSD models also increases exponentially as
long as the resolution of octree increments monotonously.
Nevertheless, deformation shape of octree-based MSD model
is equivalent to that of classic MSD model. As a result, we
determine the octree-based MSD rheology model is quite
suitable for feeling artificial visual and tactile realities by
OpenGL and PHANTOM.

The section 2 describes classic voxel/lattice structure and
new octree-based structure with many basic MSD elements
which consist of Voigt and damper parts. In addition, we
explain how to calculate force propagation and shape de-
formation in these structures. Each element is calculated
by solving dynamic (quadratic differential) equation. The
ordinary differential equation is approximately integrated by
the Euler method. Section 3 firstly explains how to gather
many real capturing data and also how to calibrate all the
physical parameters in four kinds of voxel/lattice structures.
Then, in order to check whether the above twin goals are
compatible or not in our new octree-based MSD model, we
prepare many experimental and competitive results concern-
ing to shape precision and computation cost for the classic
and three types of octree-based voxel/lattice MSD structures.
Finally in section 4, we give a few conclusions.

II. VIRTUAL RHEOLOGY OBJECT

In general, a rheology object has elastic and viscous
properties. In addition, if we push the object, there is a
residual displacement. In our living life, there are a lot of
theology objects such as human organs, foods, cloths, and
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so on (Fig.1). In this section, we explain how to model
the rheology object. For this purpose, we use the MSD
model which consists of many basic MSD elements with
two neighbor masses, two dampers and one spring. Secondly,
we indicate how to give external forces at some surface
masses and then show how to propagate internal forces
between neighbor masses. In succession, we explain our
basic voxel/lattice MSD model which all the basic elements
are allocated. Finally, we construct its octree-based model
by combining many small voxels into one large voxel. Also,
we indicate how to locate basic MSD elements in the octree-
based MSD model.

Fig. 1. Practical rheology object.

A. Basic MSD Element

As illustrated in Fig.2, we introduce our MSD element
which consists of Voigt part and damper part serially [8]. We
briefly introduce properties generated from three coefficients.
The larger the coefficient K is, the stronger the elasticity is.
K controls displacement of deformation behavior. Moreover,
the larger the coefficient C; is, the stronger the viscosity is.
C; controls speed of the behavior. Furthermore, the larger
the coefficient C; is, the larger the residual displacement is.
If G, is small enough, the object appears elastic or visco-
elastic property. On the other hand, if C; is large enough,
the object appears plastic property. In addition, length ratio
of Voigt and the other parts is denoted as a: 1 —a (Fig.2).
By changing the ratio, all the above properties are differently
condensed.

In this research, we use the Euler method and the time
step 2 [ms] to integrate quadratic dynamic equations. In this
situation, we should keep K, C;, C> within intervals 500 <
K <30000, 100 < C; <20000 and 500 < G, < 30000, 0.5 <
a <0.9. If it is so, deformation of virtual rheology object
is almost stable. Otherwise, each element becomes unstable
and shape of rheology model is crushed. In this research, the
weight is fixed as M = Mop ject /n x n X n if all models consist
of (n—1)x(mn—1)x (n—1) voxels.

L, L,

Pn—]
Fig. 2. Mass-spring-damper basic element.

In this paragraph, we explain how to propagate internal
forces in the model 1. In our basic element shown in Fig.2,
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let O be the origin of coordinate system. Also, let P,_; and
P, be coordinates of element endpoints. An initial length of
Voigt part is given by L; and the other damper part is given
by L. Therefore, we set a = L;/(L; +L,). Let M be mass
at each endpoint. Let P, be position of connecting point
between Voigt and damper parts. Furthermore, d, = P, -
P,_ is defined. Since these positions P,_;, P, and P, exist
on the straight line, P, can be defined under a parameter
k as follows: P, = kd,, + P,—;. Here, time varying direction
vector is defined as e, =d,/ | d, |, and also time varying
length coefficient is defined as Z, =k | d,, |.

Let Fj;; be an internal force applied to a mass point P,.
The force Fj,; equals to a force acting in the Voigt part. Thus,
we have the following equation.

Fit = _Clznen - k(Zn _Ll)en (1

Also, the force Fj,, coincides the force acting to a damper
part. In consequence, we obtain the following equation.

d
Fip = _CZ(E“dn‘ _Zn))en 2)

Here, an external force applied to a mass point P, is
defined as Fy. Consequently, the dynamic equation of the
mass point P, is denoted as

MPn = Fint + Foxr (3)

From three equations (1), (2) and (3), we calculate the
dynamic equation of three element model. First of all, by
eliminating Fj,, in the equations (1) and (2), we directly
obtain the parameter k. By substituting k into each of
equations (1) and (2), we obtain the internal force Fj,; and
consequently generate a motion of mass point P,.

B. Classic Voxel/Lattice Structure

A real rheology object is located in a 3-D environment. In
this research, we firstly represent the real object by the set
of voxels with same size. This is the virtual voxel model of
real rheology object. Secondly, we allocate mass points at all
the corners of voxels. Finally, we connect each mass to all
the neighbor masses by the basic MSD elements. In general,
each mass has at most 26 neighbor masses, and therefore
we connect them by 26 basic elements with three kinds of
distances along X,Y,Z XY , XZ,YZ XYZ directions. This is
the virtual voxel/lattice model of real rheology object. This
model can express several kinds of force propagation and
shape deformation flexibly by changing physical parameters
of basic MSD elements.

The elements are inserted between neighboring mass
points as illustrated in Fig.3(b). The virtual rheology object
is deformed by expanding and contracting the elements. Let
P, j x be position vector corresponding to mass point (i, j,k)
(i, j,k are integers, 1 <i<N,, 1 <j<Nyand 1 <k <N, N,
Ny, N;: numbers of masses along X, Y, Z axes, respectively).
Let us derive quadratic differential equation of each mass
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o Neighbor masses

Y — MSD basic element
Z LX .
1 N
)
=2 / !
i j-1
g !

(a) (b)

Fig. 3. (a) Voxel structure approximating whole object. (b) Lattice structure
connecting neighbor masses.

at P; ; r. Bach internal force acting on P; ;i by the element
between P ;i and its neighbor Py jipry is denoted by

Fia.‘_iﬁ. For each mass, 6 shorter elements whose distance is

denoted as [, 12 normal elements whose distance is denoted
as v/2[, and 8 longer elements whose distance is denoted as
/31 are located.

Therefore, total internal force F; i”’k acting on P, ; ; is given

by the sum of 26(= 6 + 12 + 8) internal forces F ’B Y. More-
over, if the sum of active external forces at P; ; ; is denoted by
Ffj" , we obtain the following quadratic differential equation.
This summation requires small calculation time.

MP, ;i = ' + FY 4)

In order to calculate next position P;j; (1 <i<N,, 1 <
J <N, and 1 <k < N,) at each mass, we should solve the
above differential equation. In this research, we select the
Euler method as an efficient method while keeping shape
stability.

FbY 5)

int __
qu k— i,j.k

o,B,ye{—1,0,1}
(a,B,)#(0,0,0)

C. New Octree Structure

To save calculation time of force propagation and si-
multaneously shape deformation in the classic voxel/lattice
structure, we should decrease the number of voxels and also
that of basic elements. For this purpose, we use the octree
representation. In the octree, we can merge eight smaller
voxels into one larger voxel inside the virtual rheology
object. Especially using the octree, we maintain the number
of voxels outside the virtual rheology object as shown in
Fig.4. This is the merit of rheology MSD model because
the surface smaller voxels is received by external forces
of complex human operation. That is, the voxel resolution
outside the MSD model is kept, on the other hand, the
voxel resolution inside the MSD model becomes larger as
illustrated in Fig.4. As a result, saving calculations of force
propagation and synchronously shape deformation inside the
virtual rheology object is achieved by enlarging core larger
voxels. The problem is to keep similar precisions of forces
and positions. For this purpose, we classify and calibrate
physical parameters such as masses and coefficients for each
voxel whose size differs from each other.

If we represent an arbitrary real rheology object, we
enclose the object by an initial cube. Then, we divide the
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I

Fig. 4. Inside and outside of hierarchical structure.

cube into eight sub-cubes recursively until an expected cube
resolution. Initially in the depth O of octree structure, we
have one voxel and 2 x 2 x 2 masses. In succession, we have
2x2x2 voxels and 3 x 3 x 3 masses in the depth 1, and
also we have 4 x 4 x 4 voxels and 5 x 5 x 5 masses in the
depth 2. The relation between the octree level and the cube
resolution is illustrated in Fig.5.

(a) (b) (©)

Fig. 5. A relation between node level and voxel resolution. (a) depth 0
(2 x2x2 masses), (b) depth 1 (3 x 3 x 3 masses), and (c) depth 2 (5x5x5
masses).

In the octree, we firstly find two voxels with different
scales in the depth 3 of voxel resolution 8 x 8 x 8. Therefore,
we check several kinds of octrees whose depths are larger
than the depth 3. In Fig.6, three 2-D sliced octree for voxel
resolution 2 x 2 x 2, 4 x4 x4 and 8 x 8 x 8 are indicated.
The gray surrounding voxels are successively divided into
smaller ones.

[T
I

(a) (b) (©)
Next divided Voxels

Fig. 6. Three sliced octree representations. (a) depth 1 (3 x 3 x 3 masses),
(b) depth 2 (5 x5 x5 masses), and (c) depth 3 (9 X9 x 9 masses).

In the octree, a parent node (cube) is divided into eight
child (cubes). Each node (cube) has maximum X,Y,Z posi-
tions (Ximaxs Yimaxs Zmax), and also minimum X,Y,Z positions
(Xonins Ymin, Zmin)- By averaging those X,Y,Z positions, we
can get half X,Y,Z positions (X7, Ynatf,Zpaiy) in order to
construct eight child nodes (cubes) as described in Fig.7
[9], [10], [11]. The correspondence between voxel and node
is determined in Fig.8. As mentioned previously, our purpose
using the octree controls all the mass points of virtual
rheology object efficiently. Therefore, each node (voxel)
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represent eight vertices as mass positions by combining one
of Xuin, Ymins Zmin, and the other of X4, Yinaxs Zmax- Finally,
the initial cube (whole space) is represented as the minimum
cube enclosing virtual rheology object which equals to the

real one.
X 1 Xminz Xnatrs Xmax
Y ! Yminz Yhate= Y max
Z : Zmin=Znatt=Zmax

OO0000

Xminz Xhal Xhatf< Xmax
— - ‘

Ym:SY_hn:’vhnH(Ymnx L
- e o -+ -+ -

ZminsZhal Zhatt<Zmax

Fig. 7. Our parent node and its eight child nodes.

[98)
=\ FNE]

Y
2567 Z/LX

(@) (b)

Fig. 8. The correspondence between node and voxel.

D. Element Location in the Octree

In the classic voxel/lattics structure, each mass always
has 26 neighbor masses inside the virtual rheology model.
Therefore, we connect each mass to 26 neighbor masses
by the basic elements. For the mass, 6 shorter elements
whose distance is denoted as [/, 12 normal elements whose
distance is denoted as v/2I, and 8 longer elements whose
distance is denoted as v/3/ are located. As contrasted with
this, in the hierarchical voxel/lattice structure, each mass do
not always have 26 neighbor masses even inside the virtual
rheology model. Therefore, we cannot sometimes connect
the mass to neighbor masses along some directions by the
basic elements. Also, we sometimes obliged to connect the
mass to neighbor masses along some directions by the basic
elements whose lengths are longer than /3.

In this research, we firstly gather all the voxels connecting
the mass (Fig.9). If all sizes of voxels equal to each other,
the mass has 26 neighbor masses and we connect them each
other by the basic elements whose lengths are /, V21, and
V3l (Fig.9(a)). Otherwise, that is, if sizes of neighbor voxels
differ from each other, we connect the mass to the closest
neighbor mass for each direction by I/, V21, /3L, or longer
length (Fig.9(b)). Here, there are sometimes directions not to
find any closest neighbor mass (Fig.9(c)). No basic element
means force propagation is broken for the direction. In order
to moderate this side effect, we individually calibrate four
physical parameters of basic MSD elements per each size of
voxel as shown in Fig.10.

E. Three Kinds of Octree-Based MSD Models

In this research, we prepare three kinds of octrees as
follows: All are directly located on the floor.
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Fig. 9. Many types of mass connections by the basic elements.
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Fig. 10. Hierarchical structure with three kinds of masses and elements.

type 0  An octree model whose high resolution voxels
are located around the virtual rheology object.
Another octree model whose high resolution vox-
els are visible outside the virtual rheology object.
type 2 The other octree model whose high resolution
voxels are visible outside the virtual rheology ob-
ject and also are not located at the corners.

type 1

The type O is the original hierarchical model as shown in
Fig.11(a). Type 1 is an improved model by neglecting high
digitalization in areas where we cannot watch (Fig.11(b)). In
addition, the type 2 is another improved model by neglecting
high digitalization in corners where deformation of real
rheology object can be negligible (Fig.11(c)).

©

Fig. 11. Three kinds of octree-based MSD models, (a) type 0, (b) type 1,
(c) type 2.

As compared with the classic voxel/lattice structure, we
theoretically evaluate decreasing percentages of mass num-
bers and element numbers in the types 0, 1, and 2 for the
digitalization 9 X 9 x 9, 17 x 17 x 17, and, 33 x 33 x 33, re-
spectively, as shown in Table I and Table II. Note that saving
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ratio is calculated by ((calculation time of the classic model)-
(calculation time of each octree-based model)/(calculation
time of the classic model) x 100). These mean theoretical
saving percentage of calculation time of deformation sim-
ulation. We will compare these with experimental saving
percentage of calculation time of deformation simulation
later on.

TABLE I
SAVING MASS NUMBER IN EVERY TYPE.
) classic octree model

resolution model | type 0 | type I [ type 2

9 729 703 678 622

saving ratio (%) 0 3.57 7.00 14.68

17 4913 3681 3343 2915

saving ratio (%) 0 25.08 31.96 | 40.67

33 35937 | 17219 | 15032 | 12652

saving ratio (%) 0 52.09 | 58.17 64.79
TABLE II

SAVING ELEMENT NUMBER IN EVERY TYPE.

. classic octree model

resolution model | type O [ type I | type?2

9 7748 6858 6386 5769

saving ratio (%) 0 11.49 17.58 25.54
17 56368 37400 33486 28438
saving ratio (%) 0 33.65 40.59 49.55
33 438368 | 176710 | 152971 | 126915
saving ratio (%) 0 59.69 65.10 71.05

III. COMPARATIVE RESULTS

In our experiment, we firstly calibrate all the uncertain
physical parameters per each voxel with the same size by GA
(Genetic Algorithm). For this purpose, we should prepare a
real rtheology object and its pushing experimental equipment.
Secondly, we check shape precisions between classic and
octree models whose voxel resolutions are 8 x 8§ x 8 and 16 x
16 x 16. If the differences are small enough, our octree-based
models have no problem for keeping visual reality. Thirdly,
we will ascertain our main purpose whether our octree-
based models can save computation cost or not against the
classic model. If experimental saving ratio is approximately
equivalent to theoretical saving ratio, our purpose is exactly
achieved.

A. Experimental System and Evaluation Index

First of all, we make a real rheology object by mixing
wheat flour and water whose ratio is 2 : 1. The weight of
real rheology object is 630[g] and shape of that is 8.0 x
8.0 x 8.0[cm]. Then, the real rheology object is pushed by
a rigid body located at the tip of robotic manipulator PA —
10 (Mitsubishi Heavy Industry Co.). The width of the rigid
body is 2.0[cm] and also speed pushing the rheology object
is 2.0[cm/second].

The deformation of rheology object, that is, the sequence
of shapes is measured by two stereo vision camera systems
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Digiclops and software development kit Triclops (provided
by Point Grey Research Inc, Canada). Each captures about
three thousand points as shape of the real rheology object in
real-time manner.

In order to evaluate the shape difference between real and
virtual rheology objects, we summarize minimum distances
from captured points to their nearest points around the virtual
rheology object. The virtual object consists of Ny X Ny X N,
hexahedrons which are individually deformed from initial
voxels. Therefore in order to evaluate the difference, we
calculate the minimum of Ny X N, x N; shortest distances for
each captured point to all hexahedrons by Lin-Canny closest
point algorithm [14]. In succession, we calculate sum Sgqpe
of all minimum distances for all captured points, which are
larger than the average sensing error 0.05[cm| of Digiclops.
Finally, we use the sum of five Syqp. at five times before,
during, and after the pushing operation as the evaluation
index. The five time captures are done as follows:

« before the rigid body contacts the rheology object

o 1.0[sec] after the rigid body contacts the rheology object

« the rigid body finishes to push the rheology object

« the rigid body starts to leave the rheology object

e 2.0[sec] after the rigid body leaves the rheology object

Rheolgy
Object

Digiclops

Fig. 12. Experimental view.

B. Parameter Calibration by GA

In this section, we compare two resolution octree-based
models whose voxel resolutions are 8 x 8 x 8 and 16 x 16 x
16. In general, as the smaller the size of cube is, the smaller
the weight of mass is. The weight of real rheology object is
630]g| and shape of that is 8.0 x 8.0 x 8.0[cm]|. Therefore, the
mass weight is 5.04[g] and voxel size is 2.0[cm] in 4 x4 x 4
voxel resolution. Also, the mass weight is 0.864[g] and voxel
size is 1.0[cm] in 8 x 8 x 8 voxel resolution. In succession,
the mass weight is 0.128[g] and voxel size is 0.5[cm] in
16 x 16 x 16 voxel resolution. Finally, as mentioned in the
previous section (Fig.10), if the mass contacts voxels with
different scales, we allocate the weight of smallest voxel into
the mass.
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TABLE III
CALIBRATED SET OF PHYSICAL UNCERTAIN PARAMETERS (9 x 9 x 9
MASS RESOLUTION).

. Classic Octree model

Physical parameters | odel type 0 [ type 1 [ type 2
K [gf [em?) 76.8 1589 [ 962 [ 97.9
C1 Y gfs/em?] 302.6 | 20.7 43.1 438

G g fs/em?] 12.9 72 8.2 8.3
als 0.53 059 | 062 | 0.64

K2 (g f Jem®] 8.4 798 | 85.1
C1?Mgfs/cm’) 134 | 1675 | 171.0

G2 g fs/em?) 2835 | 79 8.8
a*d 0.56 | 0.59 0.54
TABLE IV

CALIBRATED SET OF PHYSICAL UNCERTAIN PARAMETERS (17 x 17 x 17
MASS RESOLUTION).

. Classic Octree model

Physical parameters | ,odel type 0 [ type 1 [ type 2

K [gf [em’] 17.3 23.8 12.9 8.4
C1 ¥ [gfs/em?] 44.3 10.1 10.5 25.2

G [gfs/em?] 4.4 49 5.9 7.7
al 0.56 069 | 073 | 0.62

K2 g f [em?] 26.8 142 | 574
12 g fs/cm?) 3.2 0.9 15.8

G2 g fs/cmd) 3.1 2.7 45
2nd 064 | 063 | 063

K3 gf /em?] 24.6 1.8 8.7
C3 g fs/cm) 10.7 13.0 | 56.6
G g fs/cmd) 14.2 13.9 1.8
> 062 | 052 | 033

In our comparison, we prepare classic and octree-based
voxel/lattice virtual rheology object whose surrounding voxel
sizes are the same. Moreover, in each octree model, we
individually calibrate the basic element per each voxel whose
size is different. For example, we calibrate two sets K Ist
Cl lst, CQISt, alst and Kan’ C12nd, C22nd, a2nd for 8 X 8 x 8
voxel resolution. Also, we calibrate three sets K!*, Clm,
Czlsr’ alst, and Kan’ C12nd’ C22nd’ a2nd, and K?ard, C13rd,
C23’d, a3 for 16 x 16 x 16 voxel resolution. By GA (Genetic
Algorithm) [8], we calibrated such parameters as shown in
Table III and IV. The evaluation index is the sum of five
Sshape» that is, five differences between virtual and real shapes
of rheology objects.

C. Comparative Results

Shape deformation of virtual rheology object is simulated
as the following four steps. The time step solving the
differential equation is denoted as 0.002[sec]. If and only
if any external force is not added, the step 1 can be skipped.

1) External operation of surrounding point

2) Calculation of all basic MSD elements

3) Calculation of all mass points

4) Indication of whole shape

The calculation time is evaluated during 5.0[sec] from
start pushing to 2.0[sec] after leaving. In our simulation, we
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use the following PC and software. CPU: Intel Pentiam4
3.0 GHz, Memory: 1.0 Gbyte, Video: nVIDIA GeForce FX
5700, OS: Windows, Graphics Software: OpenGL.

TABLE V
EVALUATING SHAPE DIFFERENCE (9 X 9 X 9 MASS RESOLUTION).
. Classic Octree model
Trial model | type O [ typel | type?2
Ist [m] 11.58 11.78 11.83 11.80
ave.[mm] 4.75 4.83 4.85 4.83
2nd [m] 10.73 10.41 10.92 10.83
ave.[mm] 4.62 0.44812 | 0.46968 | 0.46589
3rd [m] 9.06 8.27 8.69 8.59
ave.fmm] | 382 | 348 3.66 3.62
4h [m] | 9.10 | 821 8.65 855
ave.[mm] 3.87 3.42 3.62 3.57
S5th [m] | 931 824 8.70 859
avefmm] | 417 | 3.93 4.09 4.05
sum [m] | 49.78 | 4692 | 4879 | 48.36
avefmm] | 425 | 4.03 4.18 4.15
TABLE VI

EVALUATING SHAPE DIFFERENCE (17 x 17 X 17 MASS RESOLUTION).

. Classic Octree model

Trial model | type 0 | type I [ type 2
Ist [m] 11.87 12.10 12.15 11.91
ave.[mm] | 4.86 4.96 4.98 4.88
2nd [m] 10.88 | 1043 | 11.09 | 10.50
ave.mm] | 468 | 449 | 477 | 452
3rd [m] 8.39 8.07 8.07 8.92
ave.[mm] 3.53 3.40 3.40 3.76
4th [m] | 831 | 797 | 798 | 8.80
ave.[mm] 3.48 3.34 3.35 3.69
5th [m] 8.37 8.03 8.08 8.83
ave.[mm) 3.48 3.33 3.36 3.67
sum [m] | 47.82 | 46.61 | 47.36 | 48.96
ave.[mm] | 4.01 3.91 3.97 4.10

In this section, we firstly describe all the calibrated
physical parameters in Table III and Table IV. In spite of
a few differences, we can understand that almost all the
tendencies are the same. In these results, we can see that
our calibrations during about one month by GA minimizing
the sum of five Syqpe are meaningful. Secondly, we evaluate
shape differences between real object and virtual classic and
octree-based MSD objects by the sum of five Spqp. in Table
V and Table VI. The sum is for about 3000 x 5 captured
points, and therefore distance error average for each captured
point is bounded by a small value 5 [mm]. All results
are completely equivalent. Moreover, we illustrate deformed
shapes of classic and octree-based MSD models in figures 13
and 14. In these figures 13 and 14, all orange points mean
positions whose differences of virtual and real objects are
larger than 2.5[mm]. We can see that all the shapes are quite
similar, and consequently the octree-based models have same
performances against the classic model concerning to shape
precision.

Finally, we compare practical calculation time of total,
mass point, and basic element in the classic and octree-
based MSD rheology models as shown in Table VII and
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VIIIL. In every case, total calculation time is always larger
than calculation time for processing mass point and basic
element. The reason is that total calculation needs control,
memory, function procedures and so on. All the results in
Table VII are less than 33 [ms] and therefore they are fast
enough for watching shape deformation by CRT display or
Liquid Crystal Display. On the other hand, all the results
in Table VIII are 8 times slower in the classic model but 5
times slower in the hierarchical model. In general, the latter
speed is sometimes acceptable since deformation of rheology
object is not so fast.

As compared with theoretical evaluations in Table I and
Table II, experimental results shown in Table VII and VIII
are similar. Especially, computation cost of the classic model
experimentally and theoretically increases 8 times larger as
long as the resolution level increments, on the other hand,
computation cost of our octree-based hierarchical model
experimentally and theoretically increases 5 times larger as
long as the resolution level increments. As a result, we can
ascertain our main purpose that using the octree as rheology
model efficiently saves computation cost. Note that saving
ratio is calculated by ((calculation time of the classic model)-
(calculation time of each octree-based model)/(calculation
time of the classic model) x 100).

Upper view

Whole view Front view

]
(a)
5 :
(b) )
(c) ] H
L1
(d)

Fig. 13. Shape descriptions of 9 x 9 x 9 mass resolution. (a) Classic model,
(b) Octree model (type 0), (c) Octree model (type 1), and (d) Octree model
(type 2).

As illustrated in Table IX and X, we compare practical
memory storage of total, mass point, and basic element
in the classic and octree-based MSD rheology models. In
every case, practical memory storage of mass point and basic
element are similar to theoretical memory storage of mass
point and basic element. However, practical total memory
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Fig. 14. Shape descriptions of 17 x 17 x 17 mass resolution. (a) Classic

model, (b) Octree model (type 0), (c) Octree model (type 1), and (d) Octree
model (type 2).

TABLE VII
SAVING PRACTICAL CALCULATION TIME (9 X 9 X 9 MASS RESOLUTION).

) Classic Octree model
Time model | type O [ type I [ type 2
total [msec] 31.9 29.7 29.4 25.5
saving ratio (%) - 7.0 7.8 20.2
mass point [msec] 1.06 1.03 0.97 0.89
saving ratio (%) - 2.9 8.7 16.2
basic element [msec] 28.5 26.4 24.8 22.1
saving ratio (%) - 7.1 12.9 22.3
TABLE VIII
SAVING PRACTICAL CALCULATION TIME (17 X 17 x 17 MASS
RESOLUTION).
) Classic Octree model
Time model | type O [ type 1 | type 2
total [msec] 251.2 150.0 | 135.6 122.0
saving ratio (%) - 40.3 46.0 514
mass point [msec] 12.0 9.8 8.8 8.2
saving ratio (%) - 24.4 32.1 36.8
basic element [msec] | 1954 | 1309 | 117.7 | 1056.0
saving ratio (%) - 33.0 39.7 46.3
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storage extremely differs from theoretical total memory
storage. The differences cannot be absorbed in the storage
area of all other variables. This is mainly due to our compiler
Visual C++. As a result, we cannot ascertain our associate
purpose that using the octree as rheology model efficiently
saves memory storage. Note that saving ratio is calculated
by ((memory storage of the classic model)-(memory storage
of each octree-based model)/(memory storage of the classic
model) x 100).

TABLE IX
SAVING PRACTICAL MEMORY STORAGE (9 X 9 X 9 MASS RESOLUTION).

Classic Octree model
Memory model | type 0 | type T [ type 2
total [KByte] 9964 9980 9828 9716
saving ratio (%) - 0.84 1.37 2.49
mass point [KByre] 84.6 81.7 78.9 72.6
saving ratio (%) - 3.44 6.75 14.17
basic element [KByte] | 1012.9 | 932.7 | 883.6 | 784.9
saving ratio (%) - 7.92 12.77 22.52
TABLE X
SAVING PRACTICAL MEMORY STORAGE (17 x 17 x 17 MASS
RESOLUTION).
Classic Octree model
Memory model | type O [ type I | type 2
total [KByre] 62528 | 59648 | 59048 | 58272
saving ratio (%) - 4.61 5.57 6.81
mass point [KByte] 569.9 | 4319 | 394.1 | 346.1
saving ratio (%) - 24.21 30.85 39.27
basic element [KByte|] | 7666.1 | 5086.4 | 4554.1 | 3867.6
saving ratio (%) - 33.65 40.60 49.55

IV. CONCLUSIONS

In this paper, we proposed an octree-based hierarchical
MSD structure for representing an arbitrary rheology object.
Based on many kinds of comparative and experimental
results, we can see that shape consistency of proposed octree-
based voxel/lattics structure is better than or equal to that
of the classic one. Nevertheless even in a low resolution,
we can see that calculation time of proposed octree-based
hierarchical structure is two times faster than that of the
classic voxel/lattics structure. Under many theoretical and
experimental results, we can understand this tendency ex-
ponentially accelerates as the resolution of octree becomes
higher. That is, computation cost of the classic model ex-
perimentally and theoretically increases 8 times larger as
long as the resolution level increments, on the other hand,
computation cost of our octree-based hierarchical model
experimentally and theoretically increases 5 times larger as
long as the resolution level increments. As a result, our
octree-based MSD voxel/lattics model is quite useful for not
only maintaining deformation precision but also speeding up
simulation time.
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Abstract

In this paper, we firstly push or pull real and virtual rhe-
ology objects by the same displacement or force sequence.
Then by minimizing the difference between shape or force
sequences of real and virtual objects, we calibrate many pa-
rameters of rheology MSD (Mass-Spring-damper) model,
pull-off force model and friction force model between a
rigid object and its pushing or pulling rheology one. The
calibration is done by a probabilistic search (Genetic Al-
gorithm). In a few years, we have deeply investigated
”pushed, calibrated, and evaluated by shape sequence” and
also ”pushed, calibrated, and evaluated by force sequence”.
In this paper, we completely compare all the eight possi-
bilities. Consequently, we get the best visual reality under
push and calibration by shape sequence, and also the won-
derful tactile reality under push and calibration by force
sequence. Moreover, we ascertain reappearance of force or
shape sequence when sensing data (pusing operation) in
calibration differ from sensing data (pushing operation) in
evaluation. Finally, we find a practical defective point for
us to manipulate a virtual deformable object in a 3-D CG
environment. A human operator cannot push or pull a rhe-
ology object by a rigid body via force sequence because any
force sensor is not equipped in his hand. To overcome this
problem in future, we should build some collision model be-
tween rigid and rheology objects, which always transforms
pushing displacement and velocity into pushing force in the
3-D CG environment.
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1. Introduction

In order to express models of elastic and visco-elastic ob-
jects, many researchers have tried the following four ap-
proaches, i.e., mass-spring-damper (MSD) method [7] finite
difference method (FDM) [3], boundary element method
(BEM) [2], and finite element method (FEM) [4]. How-
ever, considering the history, we notice that a few researches
deal with calibration of physical uncertain parameters from
experimental sensing data [1]. Furthermore, few researches
focus on a rheology object although it is quite popular ma-
terial in our living life, e.g., food materials such as several
kinds of noodles, human bodies such as organs and muscles,
and an article of clothing. To overcome these drawbacks in
a couple of years, we have modeled an arbitrary rheology
object by MSD [11], and then have calibrated their un-
certain physical parameters by many kinds of sensing data
such as total shape sequence or local force sequence [5]~ [6].
The reason using MSD method is to speed up calculation, to
keep the stability, and also to control residual replacement.
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Note that the residual replacement is the main difference of
rheology object against elastic or visco-elastic object. First
of all, we completely compare eight possibilities multiplying
two (displacement and force) pushes, two (shape and force)
calibrations, and two (shape and force) evaluations. In re-
sults, in order to maintain visual reality, we should select
the combination of displacement push and shape calibra-
tion. As contrasted with this, so as to keep tactile reality,
we should select the combination of force push and force
calibration. Secondly, we check force and shape reappear-
ances of MSD rheology model calibrated by force and shape
sequences, respectively. For this purpose, we use two kinds
of pushing operations.

First of all, we evaluate the difference between shape
sequences of our MSD model pushed by the second op-
eration, whose physical parameters are calibrated by the
first and second operations. In other words, we evaluate
the difference when calibration data equal to or differ from
evaluation data. Consequently, since the difference is small
enough, we can see that the shape reappearance is main-
tained. Secondly, we evaluate the difference between force
sequences of our MSD model pushed by the second op-
eration, whose physical parameters are calibrated by the
first and second operations. In other words, we evaluate
the difference when calibration data equal to or differ from
evaluation data. Consequently, since the difference is small
enough, we can see that the force reappearance is kept. As
a result, we maintain reappearance of our MSD model for
several kinds of pushing operations.

The section 2 describes our voxel/lattice structure with
many basic MSD elements which consist of Voigt and
damper parts. In addition, we explain how to calculate
force propagation in the structure. They are calculated by
solving dynamic equation. Moreover, we model two kinds of
forces, that is, pull-off force model and friction force model.
Section 3 explains how to start to deform a virtual rheol-
ogy object by displacement or force sequence. In section 4,
we explain how to evaluate differences between experimen-
tal real and calibrated virtual objects by shapes or forces.
Moreover in section 5, we give several kinds of comparative
real and virtual results to investigate the best MSD model
and its physical properties. Finally in section 6, we give
a few conclusions and ongoing remarks. In this research,
we tested two starting up methods such as displacement
and force pushing operations. Needless to say, the dis-
placement pushing is more useful than the force pushing
because a human hand does not equip any force sensor in
a 3-D CG environment. However, since there is no model
for a rigid body to collide with a rheology object, a virtual
force distribution during a pushing period is not good for
the displacement pushing (the distribution is wonderful for
the force pushing). In order to overcome this drawback,
we should build a smart collision model between rigid and
rheology objects. The model’s role is to transform a swept



volume of a rheology object by a rigid body into a force per
each sampling time in a virtual 3-D CG environment.

2. Modeling of A Virtual Rheology
Object Based on The Mass-Spring-
Damper Elements

In this section, we firstly introduce our basic MSD element
with two neighbor masses, two dampers and one spring.
Secondly, we explain how to give external forces at some
surface masses and then show how to propagate internal
forces between neighbor masses. In succession, we explain
our basic voxel/lattice MSD model which all basic elements
are allocated.

2.1. Voigt and the Other Parts in Our Basic El-
ement

As illustrated in Fig.l, we introduce our MSD element
which consists of Voigt part and damper part serially. We
briefly introduce properties generated from three coeffi-
cients. The larger the coefficient K is, the stronger the
elasticity is. K controls displacement of deformation behav-
ior. Moreover, the larger the coefficient C1 is, the stronger
the viscosity is. C1 controls speed of the behavior. Further-
more, the larger the coefficient C> is, the larger the residual
displacement is. If C> is small enough, the object appears
elastic or visco-elastic property. On the other hand, if C>
is large enough, the object appears plastic property. In ad-
dition, length ratio of Voigt and the other parts is denoted
as a: 1 —a (Fig.1). By changing the ratio, all the above
properties are differently condensed.

a 1-a

Voigt Dam par

Figure 1: Our basic element with two dampers and one
spring

2.2. A Voxel/Lattice Structure

A real rheology object is located on in a 3-D environment.
In this research, as shown in Fig.2, we firstly represent the
real object by the set of voxels with same size. This is
the virtual voxel model of real rheology object. Secondly,
we allocate mass points at all the corners of voxels. Fi-
nally, we connect each mass to all the neighbor masses
by the basic MSD elements. In general, each mass has at
most 26 neighbor masses, and therefore we connect them
by 26 basic elements with three kinds of distances along
XY, Z, XY, XZ, YZ, XY Z distances.

This is the virtual voxel/lattice model of real rheology ob-
ject. This model can express several kinds of deformation
shapes flexibly by changing physical parameters of basic
MSD elements. The elements are inserted between neigh-
boring mass points as illustrated in Fig.2(b). The virtual
rheology object is deformed by expanding and contracting
the elements. Let P; ;1 be position vector corresponding

oneighboring poin ts
—visco-elasticmodel

N ik
TR -1
/1 i
i H_Jld'l

©)

Figure 2: A voxel/lattice model of rheology object

to mass point (i,7,k) (i,7,k are integers, 1 < i < N,
1<j<Nyand 1<k < N;, Ny, Ny, N.: numbers of
masses along X, Y, Z axes, respectively). Let us derive
quadratic differential equation of each mass at P; ;. Each
internal force acting on P; ;1 by the element between P; ; i
and its neighbor Pj+q j+g,k+, is denoted by Fo"ﬁ"y. For
each mass, 6 shorter elements whose distance is denoted as
[,12 normal elements whose distance is denoted as v/21, and
8 longer elements whose distance is denoted as v/3l are lo-
cated. As aresult, the unit length [ is defined as 5/(N, —1)
[cm] for a virtual rheology object.

Therefore, total internal force F; ”; . acting on P; ;1 is

given by the sum of 26(= 6 + 12 + 8) internal forces F ]ﬁk .
Moreover, if the sum of active external forces at P; ;i is
denoted by Fe;“k, we obtain the following quadratic differ-
ential equation. This summation requires small calculation

time.
MP, ;x = Fi5h% + Fi5h (1)

In order to calculate next position P; jx (1 <i < N, 1<
j < Nyand 1<k < N.) at each mass, we should solve the
above differential equation. In this research, we select the
FEuler method as an efficient method while keeping shape
stability. But, the calculation is mostly expensive.

int
Fy]y - z
«,B,ye€{—1,0,1}
(e, 8,7)#(0,0,0)

PO (2)

Finally, in our recent work [10], we suppose that force
propagations around surface and core areas of real rheol-
ogy object differ from each other. For this purpose, we
firstly distinguish and calibrate each basic MSD element in
surface and core areas of virtual rheology object (Fig.3).
That is, we prepare one set of K=/ ¢csvrd csvrl gsurt
m**f in the surface area of MSD models, and also pre-
pare another set K" C7°"° C5°7¢ a®°"®, m°"° in the
core area of that. Furthermore all elements are classified
into three for giving different sets of K, C1, C2, a. Firstly,
we allocate a set of K5tort Cghort (Cghort gshort for the
length I[cm]. Secondly, we allocate another set of K™°m™!,
cpermal ggormal - gnormal g1 the length 1/2l[cm]. Finally,
we allocate the other set of K™, C1"9, CL°™ a'*™ for
the length /3l[cm)].

2.3. Model of Pull-off Force

In this paragraph, we explain how to generate a 3 DOF
pull-off force Fj,. In our pull-off model, we assume the Voigt
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VU W

Figure 3: Surface and core areas of virtual rheology object.
Black and white mass points are located on the surface and
core areas, respectively. Gray voxel and dotted line are
among the core area. This model has 10 x 5 X 7 resolutions.

model at each mass point between rigid and rheology ob-
jects (Fig.4(a)). By adding relative displacement and veloc-
ity between rigid and rheology objects into the Voigt model
at each mass, we always control elastic and viscous forces
to pull off. This method is regarded as a kind of penalty
method [9].

”7(::) VV ,,,(;‘) Vr Niiv v
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Figure 4: (a) Model of pull-off force, (b) Model of friction
force

In the following, we focus on push-on or pull-off behavior
along the X-axis. The behavior along Y or Z-axis is also
the same. If and only if a rigid object is slowly left from a
rheology object, we artificially add pull-off forces to mass
points around the rheology object. The mass points are
defined as a set of points where a rigid object was already
met with a rheology object. That is, if a relative velocity
V., between rigid and rheology objects is smaller than its
threshold V4, the elastic force is calculated by relative dis-
placement L, and its coefficient K,, and also the viscous
force is done by relative velocity V, and its coefficient C,
in the equation 3.

®3)

= K, L, + C’TVT' (_‘/t < V. < O)
L 0 0<VrorV, <-V)

2.4. Model of Friction Forces

In this paragraph, we consider a friction force F; between
rigid and rheology objects. In general, the Amonton-
Coulomb force is classified into static and kinetic frictions
(Fig.4(b)). First of all, at each mass encountered by rheol-
ogy and rigid objects, we divide the internal force F, into
vertical and horizontal forces, i.e., Fy and F}.

Secondly, we calculate the maximum static friction force
by psFa (Fa = —F%). In succession, if psFy is larger than
Fy, rheology and rigid objects are sticking and consequently
the static friction force Fy acts at the mass point. Other-
wise, both are sliding and therefore the kinetic friction force
urFq acts at the mass point. The direction of static fric-
tion is equal to that of internal force Fyy. As contrasted with
this, the direction of kinetic friction is opposite to that of
internal force F
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F. Fy < F,

Ff:{ /%C d (NS a< y)
Here, Fy appears a friction force at each mass point be-
tween encountered rheology and rigid objects. wpr and us
are defined as coefficients of kinetic and static friction. In
succession, Fy is the vertical force of rheology object at
each mass point from rigid floor or pushing objects, Fy is
an internal force of rheology object at each mass point. As
uncertain parameters, we calibrate the static friction coeffi-
cient s and the kinetic friction coefficient pj. The intervals
are given as 0.01 < ps < 0.99 and 0.01 < pr < 0.99 under
the condition that pr < ps.

3. Digital Force/Displacement Transfor-
mation

First of all, we explain how to transform displacements or
forces between discrete rheology and rigid objects encoun-
tered each other. The advantage of MSD model is to cal-
culate force propagation and shape deformation efficiently.
For this reason, we do not like to prepare an enormous
number of force/displacement transformation points within
encountered area. The reason is as follows: As the number
of voxels of rheology object and also the number of pixels
around rigid body increase, calculation time of deforma-
tion increases exponentially. To overcome this explosion,
we propose a smart digital/analog transformation at a few
points within an encountered area between rheology and
rigid objects.

As mentioned in the section 2, we already explain how
to digitalize a virtual rheology object. Therefore in this
section, we explain how to digitalize surface of a virtual
rigid body. First of all, we uniformly divide the surface en-
countered by rigid and rheology objects into a set of pixels
(Fig.5(a)). Secondly, we exchange displacements or forces
between discrete points PZ of rigid body and mass points
P of rheology object. For this purpose, we develop a
smart analog/digital transformation method as follows: An
active force f* at P? usually hits inside a pixel around the
virtual rheology object. Therefore, a major force f* should
be distributed into four forces fo, f», fc and fq at four
mass points (cell vertices) P;™ around the rheology object
(Fig.5(b)). Moreover, magnitudes of four forces fa, fu, fe
and f; are determined as follows: First of all, the total force
measured by the 6 DOF force sensor is equally divided into
each force f* at each discrete point P?. Secondly, we divide
each pixel into four areas A, B, C and D centered at P
Thirdly, we determine f, = s x t [area A] if 0.25 x| < s
and 0.25 x I < ¢, we regard f, = (I — s) X t [area B] if
$<0.75 x 1 and 0.25 x I < ¢, we select fo = (I —s) x (I —1)
Jarea C] if s < 0.75 x [ and t < 0.75 x [, and finally we find
fa=sx(l—t) [area D] if 0.25 x [ < s and ¢t < 0.75 x L.
Overall, magnitudes of four forces linearly correspond to
their opposite areas. For example, magnitudes of fq, fp,
fe and fq are linearly determined as areas A, B, C and D
(Fig.5(b)), cf. equation 5).

fa=f"xsx1(0.25 x 1 <5,0.25 x 1 <t)
fo=f"x({1—=5)xt(s<0.75x1,0.25 x| <t)
fe=F"x(U—s)x([1—1t)(s<0.75 x 1,t <0.75 x [)
fa=f"xsx (1 —1)(025x1<s,t<0.75x 1)
()
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Figure 5: (a) A cell-based relationship between encountered
surfaces of rheology and rigid objects. (b) An original force
f is distributed into four forces fa, fb, fe and fa.

In the following, we explain how to push and pull a vir-
tual rheology object by a virtual rigid body via sequence of
displacement and velocity or force sequence. Based on the
bilinear approximation transformation explained above, a
set of encountered masses is transformed by sequence of
displacement and velocity or force sequence. For the eval-
uation, we keep deformations of virtual and real rheology
objects are the same. In Fig.6, we describe some behavior
on the XY 2-D plane. Also, we prepare same behaviors on
the YZ and ZX 2-D planes.

3.1. Displacement and Velocity Pushing

First of all, this pushing or pulling is quite wonderful for us
to use in the 3-D CG virtual world. The reason is a human
operator does not have any force sensor on his hand. In
a virtual 3-D world, both of displacements and velocities
can be automatically calculated. In Fig.6(a), displacement
D, and velocity V, of rigid body can be always calculated
in the 3-D CG world. Consequently, all the displacements
or velocities of discrete points (dotted by black) within the
contact area are given. Based on the analog/digital trans-
formation, displacement d, and velocity v, around a rhe-
ology object at their neighboring masses (dotted by white)
are calculated. In this case, larger displacements d;1 and
vg1 and smaller displacements dg2 and vgzoare distributed.

3.2. Force Pushing

First of all, this pushing or pulling is so not good. The
reason is that an operator does not equip any force sen-
sor in order to manipulate a virtual rheology object by a
virtual rigid body. In a 3-D CG world, each force cannot
be detected, and therefore the force should be completely
measured by 6 DOF force sensor as Fy, in advance. In
Fig.6(b), the total merged force Fy, is distributed into F,
at mass points around a virtual rheology object accord-
ing to equation Fp = Fyn/n (n: the number of discrete
points where rigid and rheology objects encounter). Using
the analog/digital transmission method, external forces fz1
and fz2 at mass points around a virtual rheology object are
calculated.
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Figure 6: A smart transformation on the X-axis. (a) dis-
placement and velocity pushing. (b) force pushing.

4. Evaluation of Virtual Rheology Ob-
ject by Shape and Force Sequences

In this section, we explain how to evaluate a calibrated
virtual rheology object. For this purpose, we prepare two
kinds of differences against its experimental real rheology
object. One is the shape difference, and the other is the
force difference.

4.1. How to Calculate Shape Difference between
Real and Virtual Objects

A rheology object is experimentally and precisely pushed by
two rigid bodies located at tips of two machines (Fig.10).
The deformation, that is, the sequence of shapes is mea-
sured by two stereo vision camera systems Digiclops and
its software development kit (SDK) Triclops (provided by
Point Grey Research Inc, Canada). Each captures about
three or more thousand points as shape of real rheology
object in the real-time manner.

Figure 7: The real and virtual coordinate systems are coin-
cident with each other by matching their vertices and color
landmarks

In order to evaluate a shape difference between real and
virtual rheology objects, we summarize minimum distances
(sn) from captured points to their nearest surfaces around a
virtual rheology object (Fig.7). A virtual object consists of
Nz x Ny x N, hexahedrons which are individually deformed
from initial voxels. Therefore in order to evaluate the dif-
ference, we calculate the minimum of N, x N, x N short-
est distances for each captured point to all hexahedrons by
Lin-Canny closest point algorithm [8]. In succession, we
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calculate the sum Sgpape of 0all minimum distances for all
captured points Ns, which are smaller than the average er-
ror 0.05[cm| of Digiclops. Finally, in the present study,
we use sum of Spape captured at M (=5) times during and
after each pushing for the evaluation (Fig.9(a)).

M Ng

Sonape = 3 _ Y |sul

m=1n=1

(6)

4.2. How to Calculate Force Difference between
Real and Virtual Rheology Objects

In order to evaluate a force difference between real and
virtual rheology objects, we summarize reactive forces from
them under the Newton’s 3rd (action-reaction) law. During
the period B (to ~ ) in Fig.8, we summarize the difference
of calculated virtual and experimental real forces under the
sampling time 2 [msec]. Each Feq of two real sequences
is directly measured by two force sensors mounted in two
machines. On the other hand, each F,.q. of two virtual
sequences of forces is indirectly calculated at their positions
of force sensors. The Feq. is calculated by summarizing all
the reactive forces at the discrete points around the rigid
body by the smart analog/digital transformation.

Sforce - Z |Fm8a(t) - Fcalc(t)| (7)

force (V)

3:0 time (sec)

1.0

2.0

Figure 8: The total difference Sforce between experiment
internal forces Fi,., and calculated internal forces F.qic in
the time step At ( = 2.0[msec] )
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Figure 9: Pushing, keeping and releasing operations be-
tween rheology and rigid objects (a) first pushing. (b) sec-
ond pushing.
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5. Experimental Results

In our experiment, a real rheology object is built by mix-
ing wheat flour and water. The weight of rheology object
is 510.0[g] and the scales of that are 10.0[cm] x 5.0[cm]
x 7.0[cm] along X, Y and Z axes. Then, the real rheol-
ogy object is pushed by a rigid body located at the tip of
the robotic manipulator PA — 10 (Mitsubishi Heavy Indus-
try Co.). Especially so as to investigate reappearance of
our MSD rheology object, we prepare two kinds of pushing
operations described in the Fig.9. The deformation of rhe-
ology object, that is, the sequence of shapes is measured
by two stereo vision camera systems Digiclops and soft-
ware development kit (SDK) T'riclops (provided by Point
Grey Research Inc, Canada). Each captures about three
thousand points as shape of real rheology object in real-
time manner. Then, we calibrate all the sets of physical
parameters by GA (Genetic Algorithm).

i

Figure 10: Our experimental system.

0,5,0) (10,5,0)
- il —~—
1.0[sec]:pushing
(a) 2.0[sec]:keeping
Y 2.0[sec]:releasing
X
0,0,7) 10,0,7) z A ’
050 (150
—~

0.7[sec]:pushing
2.0[sec]:keeping
2.0[sec]:releasing

—
() H
JIJ

(0,0,10) (7,0,10) *©

Figure 11: (a) first pushing operation. (b) second pushing
operation.

Figure 12: (a) before deformation. (b) after deformation.

In this research, we compare four combinations by two
evaluations. Four combinations are as follows:

(a) starting by displacement sequence - calibrating by
shape sequence (Sshape)



(b) starting by displacement sequence - calibrating by
force sequence (Sforce)

(c) starting by force sequence - calibrating by shape
sequence (Sshape

(d) starting by force sequence - calibrating by force
sequence (Sforce)

For each of four combinations, we evaluate the sum of
shape or force differences between real and virtual objects.
In Table 1, we describe all shape errors captured by the
stereo visions. The captured points are 2821, 2795, 2815,
2815, 2811 at 1st, 2nd, 3rd, 4th, 5th trials, respectively,
and consequently total ones are 14317. In addition, calcu-
lated final shapes are described in Fig.13. Note that orange
points in Fig.13 means virtual surface points whose errors
are larger than or equal to 0.25cm. On the other hand,
calculated and measured force distributions are illustrated
in Fig.14.
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Figure 13: Four types of shape evaluations. (a) displace-
ment push captured by the first pushing - calibration by
shape differences captured by the first pushing - evaluated
by shape differences captured by the first pushing. (b) dis-
placement push captured by the first pushing - calibration
by force differences captured by the first pushing - evalu-
ated by shape differences captured by the first pushing. (c)
force push captured by the first pushing - calibration by
shape differences captured by the first pushing - evaluated
by shape differences captured by the first pushing. (d) force
push captured by the first pushing - calibration by force dif-
ferences captured by the first pushing - evaluated by shape
differences captured by the first pushing.

According to the above results, we can understand the
following facts:

e In order to get a visual reality, we should select the
combination (a). The reason is as follows: the Sshape
and the number of large error points are the smallest
(Tablel). Two concave shapes around pushing sides
and four convex shapes around no pushing sides are
to be accurate (Fig.13).

e In order to get a tactile reality, we should select the
combination (d). The reason is as follows: each and
total force errors of (b) are better than those of (d)
slightly (Fig.14). However, force sequence around
pushing period is not accurate. This reduced to the
tactile reality.

According to the results mentioned above, we should use
twin calibration sets (a) and (d) for making visual and tac-
tile realities in a 3-D CG environment.

Table 1: Force and shape evaluating four combinations.

categories || (a) (b) (c) (d)
push op- disp. disp. force force
eration
calibration|| shape | force shape | force
index
1st 419.45 | 425.79 | 435.25 | 429.89
shape error 2nd 432.93 | 481.01 | 497.36 | 464.33
per [cm] 3rd 360.42 | 458.16 | 375.70 | 449.01
all points 4th 347.64 | 442.07 | 328.92 | 484.61
5th 353.06 | 444.74 | 323.50 | 510.67
total 1912.5 | 2251.8 | 1960.7 | 2338.5
1st 0.15 0.15 0.15 0.15
shape error 2nd 0.15 0.17 0.18 0.17
per [cm] 3rd 0.12 0.15 0.12 0.15
each point 4th 0.12 0.16 0.12 0.17
5th 0.13 0.16 0.12 0.18
total 0.13 0.16 0.14 0.16
Jarge error 1st 480 505 565 533
e F E b L
T
(= 0:25[feml)| 367 | 645 | 320 | 795
number 5th 352 | 624 | 333 | 882
total 2087 3193 2355 3551
Jarge error 1st 17.02 17.9 20.03 18.89
point |2 1000 | ares | 1902 | 2387
T . . . .
(= 0.25[em)) 13.04 | 2291 | 11.37 | 28.24
percentage | ) 12.52 | 222 11.85 | 31.38
total 15.58 22.30 16.45 24.80
5.1. Comparative Evaluation of Parameter

Reappearance

As the comparative study of different pushing operations,
we evaluate force and shape sequences of rheology MSD
models by the second pushing operation, which are cali-
brated by the first and second pushing ones. Both push-
ing operations are explained in Fig.11 and Fig.9. The dif-
ference between them is as follows: the pushing side is
10.0[cm] x 7.0[cm], and pushing time is 0.7[sec].

In the previous paragraph, we can see the same kinds of
combinations such as displacement pushing, shape calibrat-
ing, shape evaluating or force pushing, force calibrating,
force evaluating are better than the other combinations.
For this reason, we evaluate the following combination for
the second pushing operation.

(e) displacement push captured by the second opera-
tion - calibration by the sum Sspqpe captured by the second
operation.

(f) force push captured by the second operation - cal-
ibration by the sum Sforce captured by the second opera-
tion.

(g) displacement push captured by the second opera-
tion - calibration by the sum Sspape captured by the first

operation.

(h) force push captured by the second operation - cal-
ibration by the sum Sforce captured by the first operation.

For each of four combinations, we evaluate the sum of
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Table 2: Force and shape evaluating four combinations.
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Figure 14: Four types of force evaluations.
ror sum: 3803.6[N], each sampling error: 2.54[N], displace-
ment push captured by the first pushing - calibration by
shape differences captured by the first pushing - evaluated
by force differences captured by the first pushing. (b) to-
tal error sum: 538.7[N], each sampling error: 0.36[N], dis-
placement push captured by the first pushing - calibration
by force differences captured by the first pushing - evalu-
ated by force differences captured by the first pushing. (c)
total error sum: 7448.3[N], each sampling error: 4.97[N],
force push captured by the first pushing - calibration by
shape differences captured by the first pushing - evaluated
by force differences captured by the first pushing. (d) to-
tal error sum: 979.5[N], each sampling error: 0.65[N], force
push captured by the first pushing - calibration by force dif-
ferences captured by the first pushing - evaluated by force
differences captured by the first pushing.

shape or force differences between real and virtual objects.
In Table 2, we describe all shape errors captured by the
stereo visions. The captured points are 2255, 2168, 2213,
2201, 2165 at 1st, 2nd, 3rd, 4th, 5th trials, respectively,
and consequently total ones are 11029. In addition, calcu-
lated final shapes are described in Fig.15. Note that orange
points in Fig.15 means virtual surface points whose errors
are larger than or equal to 0.25cm. On the other hand,
calculated and measured force distributions are illustrated
in Fig.16.

According to the above results, we can understand the
following facts:

e As shown in Fig.15, comparing shape sequences (e)
and (g) calibrated by shape differences along first and
second operations, we obtain the similar set of shapes.
That is, we evaluate total difference by about 200[cm)]
(each difference is about 0.02[cm]).
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categorios [ @)@
appearance|| same same different different
data data data data
push op- disp. force disp. force
eration
calibration || shape | force shape | force
index
1st 445.24 | 525.72 | 492.30 | 525.52
shape error | 2nd 382.42 | 522.09 | 462.06 | 506.37
per [em] 3rd 402.07 | 638.01 | 437.84 | 627.37
all points 4th 376.91 | 648.86 | 405.80 | 649.12
5th 358.24 | 657.62 | 385.31 | 665.96
total 1964.9 | 2992.3 | 2183.3 | 2974.3
1st 0.20 0.23 0.22 0.23
shape error | 2nd 0.17 0.24 0.21 0.23
per [em] 3rd 0.18 0.29 0.20 0.28
each point 4th 0.17 0.29 0.18 0.29
5th 0.17 0.30 0.18 0.31
e total 0.18 0.27 0.20 0.27
— Jarge error 1st 707 1024 857 1017
o me o e
r
fin?]fei[cm]) Ath 553 | 1347 | 697 | 1399
5th 529 1381 657 1503
3 tmetseo total 3025 6090 3799 6194
Jarge error 1st 31.35 45.41 38.00 45.10
AR A A R Ar
a) total er- r . . . .
(= 0.25[em])| 1y 25.12 | 61.20 | 31.67 | 63.56
percentage | g5 24.43 | 63.79 | 30.35 | 69.42
total 27.43 55.22 34.45 56.16

e As described in Fig.16, comparing force sequences (f)
and (h) calibrated by force differences along first and
second operations, we obtain the similar set of forces.
That is, we evaluate total difference by 100[N] (each
difference is about 0.06[N7).

According to the results mentioned above, we should use
twin sets (e) and (f) calibrated by the second operation or
g and h calibrated by the first operation for making visual
and tactile realities in a 3-D CG environment.

6. Conclusions and ongoing remarks

In this paper, we compared eight combinations of displace-
ment and force pushes, shape and force calibrations, and
shape and force evaluations. Consequently, we selected two
wonderful combinations such as displacement push - shape
calibration - shape evaluation and force push - force cali-
bration - force evaluation. As a result, in order to maintain
visual and tactile realities of virtual rheology object, we
use the dual system based on the first and second sets of
calibrated parameters.

Furthermore, we checked whether each set calibrated by
one pushing operation is straightforwardly applied for an-
other pushing operation. For this purpose, we compared
shape and force errors under all the parameters calibrated
by the first pushing operation with those under all the pa-
rameters calibrated by the second pushing operation. As a
result, we can see our twin sets have reappearance concern-
ing to shapes and forces even though calibrated data differ
from evaluation data.
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Figure 15: Four types of shape evaluations. (e) displace-
ment push captured by the second pushing - calibration by
shape differences captured by the second pushing - evalu-
ated by shape differences captured by the second pushing.
(f) force push captured by the second pushing - calibra-
tion by force differences captured by the second pushing
- evaluated by shape differences captured by the second
pushing. (g) displacement push captured by the second
pushing - calibration by shape differences captured by the
second pushing - evaluated by shape differences captured
by the first pushing. (h) force push captured by the second
pushing - calibration by force differences captured by the
second pushing - evaluated by shape differences captured
by the first pushing.

Finally, the displacement pushing operation is useful in
order for us to use in a virtual 3-D CG world because the
displacement can be always calculated in the environment.
However, when we observe our comparative evaluations,
force distributions especially during the pushing period are
not good. Consequently in future, we should prepare and
calibrate some collision model between rigid and rheology
objects for translating a set of displacements and velocities
into its set of forces.
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On the Force/Shape Reappearance of MSD Rheology
Model Calibrated by Force/Shape Sequence

Haruyuki Yoshida*, Fumiaki Ujibe**, Hiroshi Noborio**
*Division of Mechanical and Control Engineering, **Division of Information and
Computer Science, Graduate School of Engineering,
Osaka Electro-Communication University

Abstract: In this paper, we firstly push or pull real and virtual rheology objects by the same
sequence of displacements or forces. Then by minimizing the sum of differences between shape or
force sequences of real and virtual objects, we calibrate many parameters of rheology MSD (Mass-
Spring-Damper) model, pull-off force model and friction force model between a rigid object and
its pushed or pulled rheology object. The calibration is processed by a near-optimal probabilistic
search (genetic algorithm). In this paper, we firstly consider eight combinations which rheology
objects are pushed, calibrated, evaluated by shape sequence, and pushed, calibrated, evaluated
by force sequence. After completely comparing all the possibilities, we get the best visual reality
under push and calibration by shape sequence, and also the wonderful tactile reality under push
and calibration by force sequence. Moreover, we ascertain reappearance of force or shape sequence
even though sensing data (pushing operation) in calibration differs from sensing data (pushing
operation) in evaluation.

Keyword: Rheology object, Mass-Spring-Damper(MSD) model, Parameter identification.
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Robot Arm Side Movement Base Side

30 Virtual| 30 Virtuall
r-) r-)
20 20
15 15
10 ) 10
s / . / \\\ﬁ
0 0

0 1 2 3 times) O 1 2 3 time(se)

(a)

force(N) @ force(N) —Redl
30 Virtual| 30 Virtuall
r-) r-)
20 20
15 15
10 10 \
0 /’1\‘&‘7#‘ ° / o
0 0 h\

0 1 2 3 t\m?si):)) 0 1 2 3 time(sec)
force(N) @ force(N) —Real
30 Virtual| 30 Virtuall
25 25
20 20
15 15
10 10
5 5
0 0

0 1 2 3 times) 0 1 2 3 time(se)

()

force(N) @ force(N) —Redl
30 Virtual| 30 Virtuall
r-) r-)

20
15 15
10 10 /\
5 5 ——
0 0

3 timese) O 1 2

(d)

3 time(sed)

Figure 12 : 0000 /000000000 /000O0OOO0Y)
00o0o0ooOooo/Oo0ooDoooooDo. Force waves by
displacement /force pushing and shape/force calibrations.

gbooboooooooooboobooboboboboo
obooooocoooooobooboobobobooooo
oooobooogn

6.1 400000000000

00, 10.0[em] x 5.0[cm] x 7.0(em] 00000000
0000000 5.0[em] x 7.0em] 0000000000
0000 (Fig6(a), Fig.10(e)). 00002000000
0200000000000000000004000
000000000,0000000000

() 000000000 -0000 Sehape 000
ooooooo
(b)) 000000000 -000 Sferee 100
0ooooooo
() 00000000 -0000 Sehepe 100
ooooooo
() 00000000 -000 Sporee 000
0ooooooo
0040000000000000000000000
0000000 Sepape 0000 Sforee O Table 100
0000000000 Fig11l, 000000 Fig.1200



Tablel: 0000 /000000000 /00000OO/000
00000/000000000000000  Shape realities
by displacement/force pushing and shape/force calibration.

categories || (a) (b) (c) (d)
push disp. disp. force force
operation
calibration|| shape | force shape | force
index
1st 419.45 | 425.79 | 435.25 | 429.89
shape error | 2nd 432.93 | 481.01 | 497.36 | 464.33
per [em] 3rd 360.42 | 458.16 | 375.70 | 449.01
all points 4th 347.64 | 442.07 | 328.92 | 484.61
5th 353.06 | 444.74 | 323.50 | 510.67
total 1913.5 | 2251.8 | 1960.7 | 2338.5
1st 0.15 0.15 0.15 0.15
shape error | 2nd 0.15 0.17 0.18 0.17
per [em] 3rd 0.12 0.15 0.12 0.15
each point 4th 0.12 0.16 0.12 0.17
5th 0.13 0.16 0.12 0.18
total 0.13 0.16 0.14 0.16
large error 1st 480 505 565 533
pone |20 | e | der | s | 7o
T
I(in?]i?[cm]) Ath 367 | 645 | 320 | 795
5th 352 624 333 882
total 2087 3193 2355 3551
large error 1st 17.02 17.9 20.03 18.89
point | 20| 000 | aree | 1ose | 257
T . . . .
(= 0.25eml)| 13.04 | 2291 | 11.37 | 28.24
percentage | 5, 1252 | 22.2 11.85 | 31.38
total 15.58 22.30 16.45 24.80
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Table2: 200000000000000000O Shape reap-
pearances calibrated by two kinds of pushing operations.

categories || (e) () (9) (h)
appearance|| same same different different
data data data data
push disp. force disp. force
operation
calibration || shape | force shape | force
index
1st 445.24 | 525.72 | 492.30 | 525.52
shape error | 2nd 382.42 | 522.09 | 462.06 | 506.37
per [cm] 3rd 402.07 | 638.01 | 437.84 | 627.37
all points 4th 376.91 | 648.86 | 405.80 | 649.12
5th 358.24 | 657.62 | 385.31 | 665.96
total 1964.9 | 2992.3 | 2183.3 | 2974.3
1st 0.20 0.23 0.22 0.23
shape error | 2nd 0.17 0.24 0.21 0.23
per [em] 3rd 0.18 0.29 0.20 0.28
each point 4th 0.17 0.29 0.18 0.29
5th 0.17 0.30 0.18 0.31
total 0.18 0.27 0.20 0.27
large error 1st 707 1024 857 1017
R
r
I(lfn?]fe?[cm]) Ath 553 | 1347 | 697 | 1399
5th 529 1381 657 1503
total 3025 6090 3799 6194
large error 1st 31.35 45.41 38.00 45.10
: 2nd 28.02 45.06 37.81 42.87
1(;‘2112:25[ 3rd 28.02 | 60.96 | 34.25 | 60.28
= 0.25[eml)| 1y 25.12 | 61.20 | 31.67 | 63.56
percentage | gy 2443 | 63.79 | 30.35 | 69.42
total 27.43 55.22 34.45 56.16
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A Virtual surface cutting operation using mesh refinement method

Huynh Quang Huy Viet, Takahiro Kamada, Yasufumi Takama, Hiromi T. Tanaka
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Abstract. The cutting operation of 3D surface meshes plays an important role in
surgery simulators. One of the important requirements for surgical simulators is the
visual reality. We propose a new strategy for cutting on surface mesh: refinement and
separate strategy consisting of the refinement followed by the separation of the refined
mesh element. Because of the advantage of the low computational complexity, the
longest-edge refinement method is utilized for the refinement process. The proposed
strategy gives the faithful representation of interaction paths of a surgical tool.

Keywords: surgery simulation; cutting simulation; virtual sculpting; haptic interfac; deformable object;
adaptive mesh refinement

1. Introduction

Surgical simulators have been developed to create environments to help train physicians
in learning skills of surgical operations at many research centers. The virtual cutting
operation plays an important role in surgery simulators. The virtual cutting methods can
be divided into two categories: (i) volume cutting method that consists of cutting
methods on a tetrahedral mesh and (ii) surface cutting method that consists of cutting
methods on a 3D surface mesh. One of the important requirements for cutting methods
is the issue of accuracy representation of the interaction path of a surgical tool.

In addition the cutting techniques may also be classified into two major categories based
on the implementation of a cutting operation; those that remove intersected meshes[7]
and those that re-mesh intersected meshes[1,3,4,5,10,11]. The methods of the first
category simply dismiss mesh elements that intersect the cutting tool; the methods of
the second category recreate the path passed over by the tool through the intersected
mesh elements by way of re-meshing them. The methods of the second category have
the disadvantage of the supplemental cost for computing the intersection path but
provide a good visual representation of the path passed over by the cutting tool. In order
to have the accuracy representation of the intersection path without considerably
scarifying the cost of computation of deformation, there is a strategy proposed and
implemented on tetrahedral meshes: refinement and remove strategy [12]. This strategy
composes of the refinement followed by the elimination of the mesh elements
(tetrahedral) on the surface cut. Despite the fact that the sizes of removed mesh
elements are small due to the previous mesh refinement process, the approach still has
the drawback of creating non-smooth cuts, and hence are still not appropriate for a
realistic simulator.

We propose a new strategy for cutting on surface mesh: refinement and separate
strategy consisting of the refinement followed by the separation of the refined mesh
element. Since the advantage of the low computational cost (linear time complexity
comparing to O(NlogN) time complexity of Delaunay refinement methods), the longest-
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edge refinement method [6] is utilized for the refinement process. The proposed strategy
gives the faithful representation of the interaction path in comparing with the
conventional methods.

This paper is organized as follows. Section 2 introduces the longest-edge refinement
method which is the base for constructing the proposed method for virtual cutting.
Section 3 and 4 detail the data structure and algorithm. Section 5 shows the
experimental results. Section 6 is devoted for conclusions and future works.

2. Backward longest-size refinement algorithm

As a preliminary for presenting the proposed method, we introduce the backward
longest-size refinement algorithm of Rivara [6] for triangular mesh refinement. The
method only bisects along the longest-edge of a triangle; this guarantees the
construction of non-degenerate and smooth irregular triangulations whose geometrical
properties only depend on the initial mesh. In order to maintain a conforming mesh, the
local refinement of a given triangle involves refinement of the triangle itself and
refinement of its longest edge neighbors.

v
il

Fig. 1. Backward longest-side bisection of triangle t,.

Longest-side propagation path is a concept utilized in the backward longest-size
refinement algorithm. It is defined as follows: For any triangle t, of any conforming
triangulation T, the longest-side propagation path of to will be the ordered list of all the
triangles {to,t1,...to}, such that t; is the neighbor triangle of ti.;, by the longest-size of t;.1,
for i=1,2,...,n. The longest-side propagation path pf triangle t, is denoted as LSPP(to).

The following is the backward longest-size refinement algorithm[6]:

Backward Longest-Size Bisection (T,t)

While t remains without being bisected do

Find the LSPP(t)

If ", the last triangle of the LSPP(t), is a terminal boundary triangle, bisect t"

Else bisect the (last) pair of terminal triangles of the LSPP(t)
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Figure 1 explains the backward longest-size refinement algorithm: Fig. 1a gives the
initial triangulation; Fig. 1b gives the first step of the process; Fig. 1c gives the second
step in the process and Fig. 1d gives the final triangulation.

3. Data structure of 3D surface mass-spring mesh

The objects of the surgical simulation are represented by 3D surface meshes. The
surface mesh of the object is taken from laser scanner. The VRML output file of a laser
scanner is used in a data structure based on winged-edge data structure, which includes
the physical parameters of a damped mass-spring model. The data which is stored at
each vertices are their 3D coordinates, the value of mass and the information of an edge
adjacent to vertex, the data which is stored at each edge are the start of node, the end of
node of vertex, the parameters of a damper and a spring, the previous edge for left face,
the next edge for left face. This data structure allows quick computation of finding the
adjacent triangles for cutting algorithm, and performing of deformation.

4. Cutting algorithm

There are different approaches for changing the topology of an object such as
destroying the mesh elements or dividing them. In our proposed method, to yield
accuracy representation of cutting paths, instead of simple dividing the triangles (the
mesh elements), we refine them by subdividing into smaller triangles using the longest-
edge refinement algorithm mentioned in the previous section. The virtual cut is
performed on separating the smaller triangles.

A E A J E
d |
D . D K
C
F C 3 F
H G H G
a) b)

Fig. 2. The initial interacting point.

At first the triangle that is collided by the surgical tool is refined by using the backward
longest-edge refinement algorithm mentioned in previous section, as showed in the
Fig.2. The vertex that is nearest the colliding point is considered as the initial vertex for
performing cutting.

Suppose that a virtual cut is being carried out at a vertex, we call this vertex as the
reference vertex, the cut is performed by repetition of the following steps:

1. Finding the next vertex in cutting path: The next vertex is the vertex which is
adjacent to the reference vertex and has the closest distance toward the direction of the
motion of a surgical. The edge linking the reference vertex to the next vertex is called
reference edge. Figure 3a shows how to choose the next vertex.
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Fig. 3. Re-meshing and making new points in a cutting process.

2. Changing the topology: The triangles sharing the next vertex from the reference
vertex in cutting path are refined by the longest-edge refinement algorithm until the
longest-edge | of the subdivided smaller triangles is satisfied the requirement of
d/2<l<d, where d is a predefined distance. Notice that the requirement of 1>d/2 is to
assure the termination for a refinement process. Figure 3b.gives an illustration a process
of refinement of the triangles sharing the next vertex.

3. Changing the adjacent information of two triangles along the cutting path: The
reference vertex is duplicated and the adjacent information of two triangles sharing the
reference vertex is updated as not adjacent. Figure 3c and 3d clarifies this step when
considering the vertex C as a reference vertex.

5. Experimental results

We build the system as showed in Fig. 4a to implement the proposed method. The
handling of the virtual object in 3D virtual space is performed by using the haptic
interface device Phantom. The visual result is represented realistically in the X3D
display screen.

In Fig. 4b, the cutting path appears delicately; the very small shakes of the hand
handling the Phantom arm are captured and expressed faithfully in zigzags. This shows
the effectiveness of the proposed method in accuracy representation of the trajectory of
motion of the surgical tool.
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6.

X3D Display PCWindows XP PHANToM

a) System diagram b) Virtual cutting ¢) The enlargement image

Fig. 4. System diagram and experimental results.

Conclusions

The paper introduces a new virtual cutting method for accuracy representation of the
motion of a surgical tool. The main contribution of the work is a real-time 3D surface
cutting algorithm that cooperates with the longest-edge based local refinement
algorithm for unstructured meshes of triangle. The experiment results show the
performance of the approach. Our closest goal of future work is to render deformation
and haptic of highly deformable virtual objects under a virtual cutting.
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An Adaptive 3D Surface Mesh Cutting Algorithm for Deformable
Objects
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Abstract Surgical simulators have been developed to create environments to help train physicians in learning
skills of surgical operations at many research centers. The cutting operation of 3D surface meshes plays an impor-
tant role in surgery simulators. One of the important requirements for surgical simulator is the issue of accuracy
representation of the interaction path of a surgical tool. For getting the faithful representation of interacting paths
without sacrificing the computation cost for deformation modeling, it is necessary to refine a mesh element which
being intersected by a surgical tool. We propose a new strategy consisting of the refinement followed by a separation

of the mesh elements being in collision with a surgical tool. The proposed algorithm gives the faithful representation

of the interaction path in comparing with the conventional methods.

Key words

mesh refinement

1. Introduction

Surgical simulators have been developed to create environ-
ments to help train physicians in learning skills of surgical
operations at many research centers. The virtual cutting op-
eration plays an important role in surgery simulators. The
virtual cutting methods can be divided into two categories:
(i) volume cutting method that consists of cutting methods
on a tetrahedral mesh and (ii) surface cutting method that
consists of cutting methods on a 3D surface mesh. One of the
important requirements for cutting methods is the issue of
accuracy representation of the interaction path of a surgical
tool.

In addition the cutting techniques may also be classified
into two major categories based on the implementation of
a cutting operation; those that remove intersected meshes
[1] and those that re-mesh intersected meshes[2]0 [8]. The
methods of the first category simply dismiss mesh elements
that intersect the cutting tool; the methods of the second cat-
egory recreate the path passed over by the tool through the
intersected mesh elements by way of re-meshing them. The
methods of the second category have the disadvantage of the
supplemental cost for computing the intersection path but

provide a good visual representation of the path passed over

surgery simulation; cutting simulation; virtual sculpting; haptic interface; deformable object; adaptive

by the cutting tool. In order to have the accuracy representa-
tion of the intersection path without considerably scarifying
the cost of computation of deformation, there is a strategy
proposed and implemented on tetrahedral meshes: refine-
ment and remove strategy [9]. This strategy composes of the
refinement followed by the elimination of the mesh elements
(tetrahedral) on the surface cut. Despite the fact that the
sizes of removed mesh elements are small due to the previous
mesh refinement process, the approach still has the drawback
of creating non-smooth cuts, and hence are still not appro-
priate for a realistic simulator. Moreover, there are not the
implementations of this strategy on surface meshes.

We propose a new strategy for cutting on surface mesh:
refinement and separate strategy consisting of the refine-
ment followed by the separation of the refined mesh element.
Since the advantage of the low computational cost (linear
time complexity comparing to O(NlogN) time complexity
of Delaunay refinement methods), the longest-edge refine-
ment method [10] is utilized for the refinement process. The
proposed strategy gives the faithful representation of the in-
teraction path in comparing with the conventional methods.

This paper is organized as follows: Section 2 introduces the
longest-edge refinement method which is the base for con-

structing the proposed method. Section 3 details the data
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structure and the cutting algorithm. Section 4 gives the ex-
periment results. Section 5 is devoted for conclusions and

future works.

2. Backward Longest-Edge Refinement
Algorithm

a) Non-conforming mesh b) Conforming mesh

Fig. 1 Non-conforming mesh and conforming mesh

As a preliminary for presenting the proposed method, in
this section we introduce the backward longest-edge refine-
ment algorithm of Rivara [10] for triangular mesh refinement.
The requirement of a refinement of a mesh is to satisfy the
main properties: conforming, well shaped and smooth. A
conforming mesh is a mesh without any ”T-junctions”. T
junction is a non-conforming point which is defined as an
interior point of an edge of one triangle and common vertex
of two other adjoin triangles. Rivara proposed the backward
longest-edge bisection refinement algorithm. The method
only bisects along the longest-edge of a triangle; this guaran-
tees the construction of non-degenerate and smooth irregular
triangulations whose geometrical properties only depend on
the initial mesh. In order to maintain a conforming mesh, the
local refinement of a given triangle involves refinement of the
triangle itself and refinement of its longest edge neighbors.

Longest-side propagation path is a concept utilized in the
backward longest-edge refinement algorithm. It is defined as
follows: For any triangle to of any conforming triangulation
T, the longest-edge propagation path of #o will be the or-
dered list of all the triangles to, t1, t2,...tn—1, tn, such that t;
is the neighbor triangle of ¢;_1, by the longest-edge of ¢;_1,
for ¢ = 1,2, ..n. The longest-edge propagation path pf trian-
gle to is denoted as LSPP(to).

Figure 2 explains the backward longest-edge refinement al-
gorithm: Fig. 2a gives the initial triangulation; Fig. 2b gives
the first step of the process; Fig. 2c gives the second step in
the process and Fig. 2d gives the final triangulation.

Figure 3 shows the backward longest-edge refinement al-
gorithm. We utilize this algorithm to develop an algorithm

for cutting on 3D surface mesh.

198

c) d)

Fig. 2 Backward longest-edge bisection of triangle tg

+ Backward-longest-edge-refinement (T)
— Sign all triangles which have unacceptable size and add them to T,
- =0
— White T;is not empty Do
. Run BackwardLongestEdgeBisection(t) for all triangles t in T;
i=i+1
Sign all triangles which have unacceptable size and add themto T,

« Backward-longest-size-bisection ()
— While t remains without being bisected Do
Find the LSPP(t)

. If t', the last triangle of the LSPP(t) , is a terminal boundary triangle Then
bisect t*

Else bisect the (last) pair of terminal triangles of the LSPP(t)

« LEPP(t)
— L=null
- =
— L[i]=t
— If t has a neighbor t;, on its longest edge Then
« L[i]=t,
. V\[II]-HLE L[i] has a longest edge neighbor different from L[i-1] Do

— Let t,, be the longest edge neighbor of L[i-1]
— =it

Fig. 3 Backward longest-edge refinement algorithm

3. Data Structure and Cutting Algorithm

The objects of the surgical simulation are represented by
3D surface meshes. The surface mesh of the object can be
taken from laser scanner. The VRML output file of a laser
scanner is used in a data structure based on winged-edge
data structure, which includes the physical parameters of a

damped mass-spring model. The data which is stored at each



vertices are their 3D coordinates, the value of mass and the
information of an edge adjacent to vertex, the data which is
stored at each edge are the start of node, the end of node of
vertex, the parameters of a damper and a spring, the previ-
ous edge for left face, the next edge for left face. This data
structure allows quick computation of finding the adjacent
triangles for cutting algorithm, and performing of deforma-
tion.

There are different approaches for changing the topology
of an object such as destroying the mesh elements or dividing
them. In our proposed method, to yield accuracy represen-
tation of cutting paths, instead of simple dividing the tri-
angles (the mesh elements), we refine them by subdividing
into smaller triangles using the longest-edge refinement al-
gorithm mentioned in the previous section. The virtual cut
is performed by way of separating the subdivided smaller
triangles.

At first the triangle that is collided by the surgical tool is
refined by using the backward longest-edge refinement algo-
rithm mentioned in previous section, as showed in the Fig.
4b. The vertex that is nearest the colliding point is consid-

ered as the initial vertex for performing cutting.

A E A J E
D . a D L K
C F C, T F

H G H G

a) b)

Fig. 4 Initial interacting point.

Suppose that a virtual cut is being carried out at a ver-
tex, we call this vertex as the reference vertex, the cut is
performed by repetition of the following steps:

1. Finding the next vertex in cutting path: The next ver-
tex is the neighboring vertex which has the closest distance
toward the direction of the motion of a surgical tool. The
neighboring vertex is a vertex adjacent to the reference ver-
tex, or is the vertex of a triangle sharing the common edge
with the triangle of the reference vertex; and do not lie on
the common edge. The edge linking the reference vertex to
the next vertex is called reference edge. Figure 5a shows how
to choose the next vertex.

2. Changing the topology: The triangles sharing the next
vertex from the reference vertex in cutting path are refined by
the longest-edge refinement algorithm until the longest-edge
[ of the subdivided smaller triangles is satisfied the require-

ment of d/2 < | < d, where d is a predefined distance. Notice

that the requirement of [ > d/2 is to assure the termination
for a refinement process. Figure 5b. gives an illustration a
process of refinement of the triangles sharing the next vertex.

3. Changing the adjacent information of two triangles
along the cutting path: The reference vertex is duplicated
and the adjacent information of two triangles sharing the
reference vertex is updated as not adjacent. Figure 5¢ and d
clarifies this step when considering the vertex C' as a refer-
ence vertex.

In the case that the next vertex is not belong the same
triangle of the reference vertex and the edge which is shared
by the two triangles is the longest edge as shown Fig. 6a,
this edge is swapped so as the next vertex is connected with
the reference vertex by an edge, and the cutting process is

continued as described in Step 2 and Step 3 (see Fig. 6b).
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Fig. 5 Remeshing and making new point in a cutting process.
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—
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Fig. 6 Swapping an edge in a cutting process.

We calculate the mass, spring stiffness and spring damp-

ing of new vertices and edges by utilizing the formations
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proposed in the multiresolution modeling methods for soft
objects [11]0 [13].The mass is calculated as follows:

msg

_ P2y 237‘ % (1)

here S; is the area of the adjacent triangles and D is the
material density. Let E be the material elastic modulus, [
be the length of the spring at rest, and S; is the area of the
adjacent triangles, then the spring stiffness is calculated as

follows:

EZ]'S]'
2

; 2)

the spring damping for the edge linking the masses m1 and
ma, whose spring stiffness is calculate by the above formula,

is as follows:

2 k(ml =4 m2)
o= IVHIM ) 3)

l is the length of the spring at rest.

It is necessary to have an algorithm for generating the
groove of a cutting path. As shown in Fig. 7, when
the triangles ABC and BCD are divided and the vertices
B1, By, Cq,C> are created, the bottom of the groove is gen-

erated at the tip positions of the cutting tool G1 and Ga.

Fig. 7 Groove Generation

4. Experimental Results

We build the system as showed in Fig. 8 to implement the
proposed method. The handling of the virtual object in 3D
virtual space is performed by using the haptic interface de-
vice Phantom. The visual result is represented realistically
in the X3D display screen.

Figure 9 shows the wireframe representation of a virtual
cutting of a hand which is model by the 3D surface triangle
mesh: Fig.9a gives the original representation of the hand

and Fig.9b gives the result of the virtual cutting.
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Fig. 8 System diagram.

(a) Original 3D hand

(b) A virtual cutting

Fig. 9 Wireframe representation.

Fig.10a show the enlargement of the result, the cutting
path appears delicately; the very small shakes of the hand
handling the Phantom arm are captured and expressed faith-
fully in zigzags. This show the effectiveness of the proposed
method in accurate representation of the motion of the sur-
gical tool. In fact if the friction force in hand surface is con-
sidered, the real motion of hand, which handles the Phantom
arm, will become smooth. However, this does not affect the

effectiveness of the proposed algorithm.



(b) Cutting without mesh refinement

Fig. 10 Comparison of the algorithm with and without mesh re-

finement.

Fig.10b shows the result without using mesh refinement al-
gorithm for the same motion of cutting tool of the previous
experiment, the cutting path is far different from the motion
of cutting tool.

In addition, in Fig.11 we show a crevice of cutting path in
a hand surface with tension.

In Fig.12, we show a result of cutting with groove genera-

tion.
5. Conclusions

The paper introduces a new virtual cutting method for ac-
curacy representation of the motion of a surgical tool. The
main contribution of the work is a real-time 3D surface cut-
ting algorithm that cooperates with the longest-edge based
local refinement algorithm for unstructured meshes of tri-
angle. The experiment results show the performance of the
approach. Our closest goal of future work is to render defor-

mation and haptic of highly deformable virtual objects under

Fig. 11 A cutting path in surface with tension.
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5.6: Experimental result of deformation [49]
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On Compression Model for Integrative Analysis of Different View
Breast Xrays

Yasuyo Kita, Shinichi Tokumoto, and Shinichi Hirai

Abstract— The breast deformation during medical proce-
dures makes it difficult to analyze different breast images
integratively. The simulation of the breast deformation is
effective to compensate the difference of the breast shape among
the images. However, realistic simulation is very difficult since
the actual deformation is quite complicated and the detailed
conditions about the deformation are hardly known mainly
because of the large individual variations in both geometry
and tissue organizations. For a CAD system for integratively
analyzing different view mammograms (breast Xrays) [1], a
simplified model to simulate the breast compression, which is
derived base on several approximations about the deformation
is used. Although it contributes to derive valuable results, the
precision of the results is desired to improve. In this paper,
we discussed about a breast compression model aiming at
more accurate solutions. Two trials for better understanding
on the breast deformation under the compression are shown:
simulation of mammographic compression using a mechanical
model and inspection of internal deformation using a devised
phantom. These experimental results gave us some clues for
better simulation.

[. INTRODUCTION

Breast cancer is one of the most serious disease for
women. Recently, several types of medical images are used
for screening programs to detect breast cancer in its early
stages with less oversight. Especially, mammograms, MRI
and Ultrasound are well used because of their good balance
in trade-off between specificity/sensitivity and cost. It is
effective to integrate the information obtained from differ-
ent images, as each modality has its merits and demerits.
However, it is not easy because a breast deformed into very
different shapes during the procedures. For mammograms, a
breast is strongly compressed into flattened shape primarily
to reduce x-ray dosage. For taking MRI, the breast is
pendulous in specially designed breast coil as the patient
lies on her front in the magnet; the gravity pulled down the
breast so as to get it away from her chest wall. On the other
hand, since women lie on the bed with her face up during
the ultrasound process, the breast shape is pulled toward the
chest wall by the gravity.

It is a natural and sensible strategy to simulate the de-
formation of the breast to compensate the difference in the
shapes among the images. At first, deformable models which

Y. Kita is with Information Technology Research Institute, National
Institute of Advanced Industrial Science and Technology, 1-1-1 Ume-
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deform so as that image features of the two different images
coincide each other were used to compensate relatively
small deformation, such as pre-post contrast MRI[2][3] [4].
Later, to decrease deformations inconsistent to the physics,
constraints based on volume conservation principle were
introduced[5][6].

For larger deformation as like seen in compression
procedures, finite element models (FEM) of breast have
been intensively studied recently aiming at accurate
simulation[7][8][9][10][11][12][13]. However, FEM models
can simulate accurate deformation only when all internal end
external factors, such as geometry and biomechanics of the
breast, forces exerted to the breast, and boundary conditions
are given correctly. Unfortunately, in most of practical cases,
it is quite difficult to grasp these information: geometry of the
breast varies largely according to individuals; organization of
internal soft tissues are also different among the individuals;
both strength of compression and boundary condition at the
connection of chest wall are very complicated.

Especially, in the case of integrative analysis of different
view mammograms (breast Xrays), the input is only two
projective images of differently deformed breast. To simulate
the breast compression process for building a CAD (Com-
puter Aided Diagnosis) system under such situation, Kita
et al [1] introduced a simplified compression model based
on several approximations. For appropriate simplification,
it is important to understand the principle and tendency
of the breast deformation under compression. Actually, the
compression model was derived based on several clinical
studies[14],[15]. Especially, Novak[15] studied deformations
of the breast surface during compression by observing the
movements of marks made on the skin of volunteers’ breast.
However, such observations only give information about
skin movement, and do not strictly give information about
movements of tissue internal to the breast. To improve
the model, we need more investigations about the internal
deformation caused by the compression.

In this paper, we showed some preliminary trials for better
understanding of the breast deformation including its internal
deformation to improve the compression model used in the
CAD system. In Section II, we briefly explain the scheme of
the CAD system and the compression model used in the
current system. In Section III, the breast deformation by
compression is investigated by comparing a mammogram
and a MRI of the same breast through the intermediary of
a mechanical model. In Section IV, the internal deformation
by compression is investigated by observing a phantom in a
industrial CT scanner, which is devised to have 286 points of
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Fig. 1. Strategy for determining 3D position from two mammographic views.

marks inside of it. Finally, we discuss and clarify the matters
to improve in Section V.

II. SCHEME OF THE CAD SYSTEM [1]

Recently, performing two different views of the breast,
the medio-lateral oblique (MLO) and cranio-caudal (CC), is
spread in screening programs, since it may greatly improve
sensitivity and specificity. When a mammogram is performed
the breast is compressed between the film cassette and com-
pression plate in the direction of the x-ray source: “head to
toe” for the CC view and “over the shoulder diagonally to the
hip” for the MLO view, as shown in Fig. 1(a). Unfortunately,
radiologists find it difficult to relate points in the CC view
to those in the MLO view because the breast is largely
deformed in the different directions. To help their diagnosis,
a CAD (Computer Aided Diagnosis) system which simulates
the breast deformation during mammogram performance and
suggests the corresponding position between different viewed
mammograms has been developed[1]. The method calculates
the epipolar curve, that is the locus of possible corresponding
positions of the point in the other image by simulating
the five steps of the process: A: back projection — B:
uncompression — C: rotation — D: compression — E:
projection as shown by the solid arrows as shown in Fig.
1(b). As a result, the line in the MLO image is calculated.

This physics-based approach have another merit: it also
can help to estimate the 3D position of a lesion in the
uncompressed breast, despite the fact that the breast is never
imaged in the uncompressed state in mammography. This
technique works after finding the corresponding point along
the epipolar curve and then back-tracking the movement of
the point during the simulation of the processes as shown by
the dashed arrows in Fig. 1(b). Fig. 2 shows an example of
the resultant 3D position obtained by the system. Here, the
3D shape of the individual breast shown in the right-hand
two windows is automatically reconstructed from the breast
outlines in CC and MLO images. This localization is very
important to guide biopsies and/or fusion of multi-modal data

Fig. 2. 3D position of legion obtained by the CAD system

of the breast.

The breast deformation caused by compression and un-
compression is simulated using the simplified geometrical
compression model proposed in [16], This model enables the
calculation of the position of any point of the breast under
compression from its original position in the uncompressed
state, and vice versa as shown in Fig. 1(c). The model
was derived based on some approximations on the breast
deformation under the compression as like:

Approximation 1(A1). The cross-section for compression
of the breast is deformed only in the plane by compression.
Here, “the cross-section for compression” means the cross-
section cut by the plane which is parallel to the compression
direction and perpendicular to the chest wall.

Approximation 2(A2). In the mid-plane between the plate
and the cassette, there is no deformation.

Through experiments using about 50 pairs of CC and MLO
images of both English and Japanese women [16][1], average
error, which is distance from the actual corresponding point
to the predicted curve, is less than 7 mm. It overcomes the
current radiologists predictions, average error of which is
about 10 mm. The accuracy can be improved by replacing
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Fig. 3. 3D model reconstructed from MR MIP data

Fig. 4. CC data of the breast of the MR data in Fig.3

the compression model with a richer compression model,
Actually, Zhang et al[13] uses a breast FEM model which
is reconstructed from MRI data of the same breast to
calculate the similar corresponding lines. The accuracy of the
experimental results using six patients was reported as about
2.2 mm. However, it should be noticed the former method
has merits of working only with the two view mammograms
in real time, while the latter requires MRI of the same breast
and takes much longer time. This characteristics is important
for a handy and easy-to-use CAD system for aiding the
diagnosis of mass screening with mammograms only.

Therefore, the improvement of the simplified compression
model only with the input images is also desirable. Yam
et al [17] improved the compression model by introducing
some variable parameters into the model and by adjusting
the values based on the correspondences of prominent fea-
tures (micro-calcifications) on the images. However, mam-
mographic views do not always have enough numbers of
corresponding pairs of prominent features.

One direction is to build a more sophisticated geometrical
compression model by understanding the breast deformation
by compression in more details.

III. SIMULATION OF CC MAMMOGRAPHIC COMPRESSION
USING A MECHANICAL MODEL

To understand better the breast deformation by compres-
sion, we simulated CC mammographic compression of breast
using a mechanical model reconstructed from MR data and
compared the results with actual CC image. We use the

218

Side view

Top view

Fig. 5. Compression simulation 1

Top view

Fig. 6. Compression simulation 2

rheological model developed by Kimura et al.[18], which can
simulate the deformation of elastic, viscoelastic. and plastic
objects in almost real time. Although the parameters of
this model are not directly related with actual biomechnical
parameters like Young’s modulus, these can be adjusted
relatively intuitively. The 3D geometry of the model is
reconstructed from outlines in MRI MIP (Maximum Inten-
sity Projection) images as shown in Fig.3. For simulating
compression by two plates, Dirichlet boundary conditions
(displacement-controlled conditions) are applied to the nodes
touched to the plates which move gradually towards each
other until the distance between the plates becomes the width
at taking the CC image. At the connection to the fixed chest
wall, only the z coodinates of the nodes at the chest wall is
fixed. Fig. 5 shows a top and side viewsof a simulation result.
Although several simulations were tried while manually
adjusting the parameters of the viscoelasticity of the model,
the outline of the deformed breast did not get close to
the one observed in the actual CC image in Fig. 4. The
biggest difference is the tendency of elongation in the X
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Fig. 7. Projected positions of a lesion detected in MR data

direction, which is perpendicular to the compression and
along the chest wall. Although there are also some studies
simulating the CC compression[10][13], the consistency of
the simulated shape with the actual observation has not been
sufficiently investigated. As far as we review, such tendency
does not seen in any simulation results. We infer that this
is mainly because both the connection with the chest wall
and the compression action are fairly complicated and are
not well implemented in the simulations. Actually, it is hard
to represent this complicated boundary conditions. Instead
of sticking to that, we add one more Dirichlet boundary
conditions for the nodes on the horizontal plane through
the nipple, so as to the outline of the shape after the
simulation coincides with the one observed in actual CC
image. Concretely, the nodes are forced to move to the
position which produce the outline of CC. Fig. 6 shows the
deformation of the breast using this condition.

To examine the effects of this modification on the internal
deformation, we check the consistency of projected position
of a lesion. In Fig. 7, white crosses illustrate three projections
of a lesion which is detected in MRI (crosses in Fig. 3): from
left to right, the projection of the location at original MRI
shape, that after the compression simulation shown in Fig. 5
and that after the compression simulation shown in Fig. 6.
As you see, the last one gives best coincidence. This result
encourages us to make good use of the features observed in
images to specify the deformation.

This observation also gives a clue to the improvement of
the geometric compression model used in the CAD system:
the modification realizing this tendency of elongation along
the chest wall should be added.

IV. OBSERVATION OF INTERNAL DEFORMATION USING
DEVISED PHANTOM

In order to grasp internal deformation of flexible objects
in details, Tokumoto et al.[19] has devised gel phantoms in
which small metallic elements arranged with regular intervals
and measured the movements of the elements using an in-
dustrial CT scanner, TOSCANER-24200AV. Fig.8 shows one
example of the experimental results using a semi-ellipsoid

phantom made of human-skin gel. The size of the phantom
is 130 (major axis) x 110 (minor axis) x 70 (height) mm.
286 metallic elements are arranged inside of the phantom.
To observe the internal deformation, the movement of the
elements were observed by the CT scanner at three times:
with no compression, under compression to the width of 100
mm, and under compression to the width of 80 mm. In Fig.
8(a), white, red and blue colors illustrate the position of the
elements at each state respectively.

To observe more clearly, the movement of the metallic
elements which on a horizontal plane at the initial state is
picked up in Fig. 8(b). The movement in the compression
direction (in the Y direction) is big at the part which are
pressed directly by the plates (at the part of X = 60 ~ 100
in Fig.8(b)). On the other hand, at the remaining outer part,
the movement in the X direction, which is perpendicular to
the compression direction is stronger. One more noteworthy
point is that the former part obviously got denser than the
latter part under the compression. This gives us a valuable
lesson that too strong volume conservation constraints could
cause removal from reality.

This observation suggested some amendments to the com-
pression model used in the CAD system.

1) On Approximation 1:
In the current system, for simplification, we ignore the
movement perpendicular to the cross-section and con-
sider the deformation only within each cross-section.
However, cross-sections tend to bend outward with
the biggest displacement at the mid-plane between the
plates.

2) On Approximation 2:
In the mid-plane between the plates, deformation in
the compression direction can by ignored. However,
the displacements in the other directions should be
considered.

3) On 3D reconstruction from the outlines of mammo-
grams:
In the current system, individual 3D breast shape is
reconstructed on the assumption that its horizontal
and vertical outlines can be approximated with 10-
percent scale-downed outlines of CC and MLO im-
ages respectively[1]. However, it looks better to take
into consideration the distortion of the outlines during
the compression rather than assuming the change as
similar transformation.

V. CONCLUSIONS

In this paper, we discussed about the model which can sim-
ulates breast compression for practical medical applications.
To shed light upon the physical deformation of breast under
mammographic compression, we have done two-types of ex-
periments: simulation of mammographic compression using
a mechanical model and inspection of internal deformation
using a devised phantom. Based on the experimental results,
Some key issues to improve the compression model used
currently in the CAD system[1] were specified in Section
Iv.
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Fig. 8.

Our future work will focus on:
1. Further investigation of the breast deformation under
mammographic compression by increasing the number of the
experiments in-line with ones shown in this paper.
2. Development of more sophisticated compression model
for the CAD system based on the facts obtained from the
experiments above.
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O 6.8: Compression test and setting of the TES.
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Development of Soft Finger with Micro Force/Moment Sensor
and Its Contact Experments

Ikuo Fujii, Takahiro Inoue, Dzung Viet Dao, Susumu Sugiyamall and Shinichi Hirai

Graduate School of Science and Engineering, Ritsumeikan Univ.,
1-1-1 Noji-Higashi, Kusatsu, Shiga 525-8577, Japan
E-mail: rr010015 @se.ritsumei.ac.jp

Abstract— In this paper, we show a novel tactile sensor fabricated by embedding a Micro-Force/Moment Sensor inside a
hemispherical soft fingertip, which is applicable to the object manipulation using robotic hands. This sensor is produced
by MEMS technology, designed to detect one force component (Fz) and two moment components (Mx,My). We show
the high sensitivity and performance of the sensor, its strucure, and detection principle. Finally, we show that Fz, Mx,
and My measured by the electrical potential difference on each terminal have high accuracy and keep low fluctuation in

compression test of the soft fingertips.

Key Words: Micro-Force/Moment Sensor(] Soft Fingertip[J Manipulation
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Tactile Perception using Micro Force/Moment Sensor
Embedded in Soft Fingertip
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Abstract— In this paper, we show a novel tactile sensor fab-
ricated by embedding a Micro-Force/Moment Sensor inside a
hemispherical soft fingertip, which is applicable to the object
manipulation using robotic hands. This sensor is produced by

MEMS technology, designed to detect one force component

(F2 and two moment components Kix,My). The structure

is composed of a central square-block and four crisscross

beams across the block, and its dimension is 9 mfnfor a

single sensing chip. We designed two types piezoresistors on
the beams. One is a conventional two-terminal piezoresistor

capable to measure a longitudinal strain, and the other is a

four-terminal square-shaped piezoresistor capable to measure

a transverse strain. We also applied a structural analysis to the
chip to evaluate stress distribution on it. Finally, we show that
FzMx, and My measured by the electrical potential difference
on each terminal have high accuracy and keep low fluctuation
in compression test of the soft fingertip.

Index Terms—Tactile sensor, Grasping, Manipulation,
MEMS, Piezoresistor, Force/moment sensor, Soft fingertip.

|. INTRODUCTION

Soft-fingered manipulation has much potential to sim-
plify the explanation of secure grasping mechanism in
human and the design of control system of robotic hands
with soft fingers.

Inoue et al. [1], [2] have proposed a quasi-static manip-
ulation method based on the concept of "local minimum
of elastic potential energy (LMEE)” on a hemispherical
soft fingertip. Their study clarified that the object position
and posture grasped by two rotational soft fingers are
determined uniquely without any control input because
the grasped object consistently comes to rest stably at an
LMEE. This invaluable secure grasping comes from the
softness of a full rubber and solid fingertip structure, not
from arubber coating structure on arigid fingertip. In order
to make full use of the characteristics of the solid-rubber
fingertip, we need to microminiaturize an individual sensor
used for being embedded into the soft fingertip.

This study shows a novel micro-force/moment sensor
produced by using MEMS technology, which is able to
detect six forces and moments [3]. Furthermore, we present
a tactile sensor-embedded soft fingertip (TES) using a type
of three-axes force/moment sensing chip that is improved
for the use of application of tactile perception. The conven-
tional sensing chip is composed of cross-shaped four beams
that is designed by linear elastic theory and FEM analysis
[3]. Additionally, eighteen piezoresistors are placed on the

beams in an uniform rule, which are able to measure the
longitudinal and shear stresses externally applied. Finaly,
we conduct a static compression test for the TES, and
demonstrate that the sensor can detect the subtle force and
moment and has an outstanding sensitivity to recognize the
forces.

Il. DESIGN OF MICRO FORCE/MOMENT SENSOR

We describe the design of a six-degree of freedom
force/moment micro sensing chip using the piezoresistance
effect in silicon. The sensing chip is designed to be able to
simultaneously detect three components of force and three
components of moment in three orthogonal directions.

The sensing chip is a single crystaline crossbeam
with piezoresistors diffused on the surface of the four
suspended-beams. Forces and moments applied to the sens-
ing chip, shown in Fig.1 and Fig.2, deform the four beams
and change the resistance of the piezoresistors, which
leads to a change in output of corresponding measurement
circuits. The beam’s dimension, piezoresistance coefficients
and the positions of piezoresistors on the sensing chip are
the main factors determining the sensitivity of the sensor.

In this section, we describe the structural analysis of the
sensing chip, which is based on classical elagticity theory

A. The case when F; is applied to the sensing chip

The sensing chip is composed of four beams and a
central block as shown in Fig.1. Let us consider a force
F, is applied to the centra point O. The stress states in the
four beams are similar because of symmetry of the model.
The problem can be simplified to the case of a beam that
is fixed at one end, and free but guided to z axis at the
other with load F,/4, as shown in Fig.3-(8). The cross-
sectional plane at the free end is always vertical, therefore,
there is no angular deformation. The general equation for
longitudinal stress at any point can be written by

F, (L
7.0 =35 (5%). ®
| wt?
Y = t/i2 6 2

where |,Z, are the moment of inertia of the cross-
sectional area with respect to the'Y axis and corresponding
section modulus, respectively. The longitudinal stress o,
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Fig. 2. Design of 18 piezoresistors

on the beam'’s surface reaches maximum at both ends of
the beam and zero at the center, as shown in Fig.3-(b). The
deflection at any point can be represented as

_ Fz‘X2
5z= 48EXIY(3L—2><), ©)
Rl
5Zmax - 48Ex|Y ) (4)

where Ey is the Young’'s modulus of single crystal silicon
in X direction.

B. The case when My(My) is applied to the sensing chip

When a moment My around the Y axis is applied to
the central block of the sensing chip, the beams A and B
are bent, while the beams C and D are purely twisted. By
symmetry, we need only to consider the stress states in
the beams A and D. The stresses in the beams B and C
are equal in magnitude but opposite in sign with those of
the beams A and D, respectively. Fig.4 shows the reaction
forces and moments acting on each member (beam A, beam
D, and centra block).

The displacement in Z direction, dz, and slope angle, 6,
of the free end of the beam A due to moment Mg, and
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force Fg, can be written by

Fry L3 Mgy L2
oz= K — -2 5
ZTBEN, | 2By ®)
2
o_MaL Feel ®)
Exly 2By’

The centra block is also rotated around the original point
O by the angle 6, therefore, the displacements of the free
end can be expressed as
0z~ ch, (7
dx ~ cH2. (8)

Substituting Egs. (7) and (8) into Egs. (5) and (6), the force
Frz and moment Mg, can be written by

CEN, (L
Fro = 5 (043 @ ©
12E1 c L
Mgy = =2 [ =+ 2 1
W= (5+5) 8, (10)
WE
Fry = LXCGZ. (12)

Note that the free end of the beam D is also rotated by angle
6 (equa to the rotation angle of the central block around
theY axis). The stress state in this beam is equivalent to the
case in which a square-cross-sectional surface with one end
is fixed , and be purely twisted at the free end by a torque
moment Tg,. The value of torque moment Ty, applied at
the free end of the beam D can be represented as [4]

KG
L
where G is shear modulus, and K is the geometric factor
of the beam, which is determined by the experimental

Tay = 0, (12)
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Now, the moment equilibrium of the central block can
be expressed as
My = 2(Mgy + Tgy +Frz - ©). 149
Substituting Egs. (9), (10), and (12) into Eq. (14), the
deformed angle 6 can be calculated as
1 My

2 TS (ory) + T (545

(15

Finaly, the equation of the longitudinal stresses on the
surface of the beam A induced by moment My, forces
Frz, and Fgy can be respectively written by

Mgyt  6E,t6 (C L
= —— = — — 1
UMRY (X) 2|Y L2 <2 + 3> ) ( 6)

 Fee(L—Xt  BEgE L

0 00 =~ 0 = 2P e )(L-n, (1D
2
0, 0 = 2= 5 0. (19

By applying the superposition method, the total longitudi-
nal stress on the surface of the beam A is then represented
as follows:

o, (x) = Oy, (x) + Ok, (x) + Ok, (x). (29)

Fig. 5-(8) shows the distributions of the longitudina
stresses OMey > Oy O and Fig. 5-(b) shows the total
longitudinal stress o, represented in Eq. (19).

The stresses at the fixed end (x=10) and freeend (x=1L)
can be expressed as

BE(tO (L ¢\ E.cH?

0,(0) =— |_Xz <5+§> + XL , (20)
BE«tO (L ¢\ Eych?

g (L) = sz <§+§> + XL : (21)

The stress-free point can be found by solving Eq. (19),

o, (x)=0.
L L+3c Lco
Xo-0= 5041 (T + ?) : (22

Fig. 6. Wheatstone bridge to measure the force i

I1l. DETECTION PRINCIPLE

As shown in Fig.2, eighteen piezoresistors are designed
on the surface of al beams, which are distinguished
into two types of piezoresistors; one detects longitudinal
stresses and the other does shear stresses. Furthermore, in-
put/output terminals for measuring the forces and moments
(Fx, Fy, F2, My, My, M;) are arranged on the outer frame of
the sensing chip, as shown in Fig.1. As an example, we
explain a detection principle of F; that can be independently
measured from the other signals.

Fig.6 shows a wheatstone bridge to measure the force
F.. Since two reference resistors Rg.; are identical and
constant and all the piezoresistors Ry, are designed to be
identical, this is a half bridge and be balanced at stress-
free state. When the resistances of piezoresistors R are
changed due to stress, the output voltage of Fz-bridf;e is
expressed by

VOUIFZ
f(MRe, vOR, DR AR
e
(23)
where
Re, +Re

=2 _#A_7 24
r R, R, (24)

When a verticd force F; is applied to the sensing chip,
the longitudinal stresses in the four piezoresistors of the
F,-bridge can be written from Eq. (1) as follows:

ORen = Reu = " Rep =~ TRey’ (25)

where OR._, is the longitudinal stress at piezoresistors
R (i = 1—4). Therefore, the following relationship is
safisfied.

AR: =AR: =-AR: =—OR . (26)
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TABLE |
MAXIMUM FORCE AND MOMENT.
Strength Force [mN] Moment [N-um]
5000 800
Sensitivity | &, [MV/mN] | Sy, Syy [MV/(N-pm)]
0.2 2.83

Conseguently, the F,-bridge is unbalanced, and the output
response appears. For the F,-bridge, the output voltage
represented in Eq. (23) can finally be expressed by

\V/ = 1ARF’1 (27
ouFz — 5 p_ Vin
2 RFﬂ
IV. IMPROVED MICRO FORCE/MOMENT SENSOR AND
ITS PACKAGING

For the application by means of a robotic hand equipped
with tactile sensors, we have to redesign a refined sensor
having high sensitivity and increase the intensity of the
sensor. In the present section, we show an improved micro
force/moment sensor that has high sensitivity and strength,
as shown in Fig.7 and Table I.

In this sensor the piezoresistors are placed as shown
in Fig.7-(b), and the potential difference that is generated
by applying force to the sensor can be measured by the
corresponding bridge circuit designed within the sensing
chip. As shown in Fig.7-(c), a set of power electrode
and the electrodes for measuring (Fz Mx, My) are laid out
around the sensing chip.
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(b) compression test
Fig. 9. Setup of tactile sensor-embedded soft fingertip (TES).

(a) overdl view of TES

In addition, as shown in Fig.8 we show a tactile sensor
packaged for the use of applications, for example: mea-
suring the dlight force in contact with some sort of object
and the inner force/pressure within soft materials, etc. This
tactile sensor is able to detect the external force applied
through a soft and thin rubber covered the sensing chip. The
detecting mechanism is that the applied force first transmits
to a pillar through the soft rubber, as shown in Fig.8-
(a). Continuously, the pillar placed on the central stage of
the sensing chip shown in Fig.7-(c) yields the combined
bending and tortional deflections on each beam.

V. TACTILE SENSOR-EMBEDDED SOFT FINGERTIP
(TES)

A. Structure and Setup

This study provides a novel Tactile sensor-Embedded
Soft fingertip that is abbreviated as TES, which is neces-
sary for the tactile feedback required for the acquirement
of human-like manipulation ability using a robotic soft-
fingered hand.

Fig.9-(a) shows a TES system that consists of an input
circuit, a amplifier circuit, an offset-cut circuit, and the
TES itself. The voltage gain of the amplifier circuit is
approximately 3000-fold.

B. Compression Test

We conduct the compression test of a TES as shown
in Fig.9-(b), and demonstrate the high performance and
excellent dynamic response of the sensor. In this test, a
pushing rod that inclines by 20 deg makes contact with the
TES, and we increase the applied force until the loadcell
placed on the compression machine marks 60 N, as shown
in Table Il and Fig.10-(a). Furthermore, the rod is in contact



TABLE I
INPUT MANNER OF THE APPLIED FORCE IN COMPRESSION

| Timing |
Test start
Max force (60 N)
Up to push "Return”
After push "Return”

Motion manner of pushing rod |
20 mm/min compression
0 mm/min (Test stops)
0 mm/min (Stopping)
The rod returns rapidly to initial position

Contact Line

T T of the Rod
on Return" | /
. 2
g 20 mm/min / : ‘l
E /)
E YARRRERE e
= / Lo TES
Test Start / ' \
L/ A
V4 L

Timing

(a) motion of the rod (b) contacting angle

Fig. 10. Motion manner of the pushing rod of the compression machine.

with the soft fingertip keeping 60 deg from the x-axis,
as illustrated in Fig.10-(b). The results of (Fz Mx,My)
measured by the TES are plotted in Fig.11 and Fig.12, and
Fz in the contact of 8y = 0 is also depicted in Fig.11-
() for comparison. Note that the starting point of the
compression is not consistent in every figure because it
is difficult to synchronize the onset of compression and
electrical measurement of the output voltage of TES. In
addition, the output voltage in the figures is previously
amplified by 3000 times.

As shown in Fig.11 and Fig.12, each output voltage
increases with a certain power law against the linearly-
applied force. The Fz voltage when 8, = 20 deg is larger
than that in 8, = 0. This result comes from the fact that
the local minimum of elastic potential energy (LMEE) on
hemispherical soft fingertip exists [1], [2]. While the speed
of response is good enough to follows the rod’s return, the
the voltage gradually decreasesto theinitial value when the
time is approximately 36 sec and 35 sec in Fig.11-(a) and
Fig.11-(b), respectively. This means that the shape variation
of soft fingertip cannot follow the rapid rod's return.

As shown in Fig.12, the voltage of Mx is larger than that
of My. It is because that the contacting rod is placed at the
position inclined by 60 deg from the x-axis, as illustrated
in Fig.10-(b). In addition, we find in both figures that the
voltage passes across the initial value, and then restitutes
to the initia value.

V1. CONCLUDING REMARKS

This paper has presented a novel tactile sensor-embedded
soft fingertip (TES) where a micro force/moment sensing
chip is used. This sensing chip is fabricated by using
MEMS technology, and its strength is designed by FE
anaysis. We have shown the high sensitivity and perfor-
mance of the sensor, and demonstrated that the response
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characteristics is superior in the dynamic sense. Finaly,
we have clarified that TES system is absolutely useful for
robotic fingertips that is able to play as the perception like
human fingers.

In future works, we are going to use the TES system
to soft-fingered robotic hand, and achieve the dextrous
manipulation with human-like tactile perception.
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